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Abstract

Here we give an overview on the connection between wavelet theory and represen-
tation theory for graph C∗-algebras, including the higher-rank graph C∗-algebras of A.
Kumjian and D. Pask. Many authors have studied different aspects of this connection
over the last 20 years, and we begin this paper with a survey of the known results.
We then discuss several new ways to generalize these results and obtain wavelets as-
sociated to representations of higher-rank graphs. In [20], we introduced the “cubical
wavelets” associated to a higher-rank graph. Here, we generalize this construction to
build wavelets of arbitrary shapes. We also present a different but related construction
of wavelets associated to a higher-rank graph, which we anticipate will have applica-
tions to traffic analysis on networks. Finally, we generalize the spectral graph wavelets
of [22] to higher-rank graphs, giving a third family of wavelets associated to higher-rank
graphs.
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1 Introduction

Wavelets were developed by S. Mallat, Y. Meyer, and I. Daubechies in the late 1980’s [40]
and early 1990’s as functions on L2(Rn) that were well-localized in either the “time” or
“frequency” domain, and thus could be used to form an orthonormal basis for L2(Rn) that
behaved well under compression algorithms, for the purpose of signal or image storage. Mal-
lat and Meyer developed a very important algorithm, the so-called multiresolution analysis
algorithm, as a way to construct so-called “father wavelets” and “mother wavelets” on L2(R)
from associated “filter functions” [40], [59].

Beginning with the initial work of O. Bratteli and P. Jorgensen in the mid 1990’s, which
gave a relationship between multiresolution analyses for wavelets on L2(R) and certain types
of representations of the Cuntz algebra ON , the representations of certain graph C∗-algebras
and the constructions of wavelets on L2(R) were shown to be related. To be more precise,
in 1996, O. Bratteli and P. Jorgensen first announced in [4] that there was a correspondence
between dilation-translation wavelets of scale N on L2(R) constructed via the multiresolu-
tion analyses of Mallat and Meyer, and certain representations of the Cuntz algebra ON .
Later, together with D. Dutkay, Jorgensen extended this analysis to describe wavelets on
L2-spaces corresponding to certain inflated fractal sets ([15]) constructed from iterated func-
tion systems. The material used to form these wavelets also gave rise to representations
of ON . Recently, in [16], Dutkay and Jorgensen were able to relate representations of the
Cuntz algebra of ON that they termed “monic” to representations on L2 spaces of other
non-Euclidean spaces carrying more locally defined branching operations related to dila-
tions. The form that monic representations take has similarities to earlier representations of
ON coming from classical wavelet theory.

Initially, the wavelet function or functions were made into an orthonormal basis by ap-
plying translation and dilation operators to a fixed family of functions, even in Dutkay and
Jorgensen’s inflated fractal space setting. However, already the term “wavelet” had come
to have a broader meaning as being a function or finite collection of functions on a measure
space (X, µ) that could be used to construct either an orthonormal basis or frame basis of
L2(X, µ) by means of operators connected to algebraic or geometric information relating to
(X, µ).

In 1996, A. Jonsson described collections of functions on certain finite fractal spaces that
he defined as wavelets, with the motivating example being Haar wavelets restricted to the
Cantor set [30]. Indeed, Jonsson had been inspired by the fact that the Haar wavelets, which
are discontinuous on [0, 1], are in fact continuous when restricted to the fractal Cantor set,
and therefore can be viewed as a very well-behaved orthonormal basis giving a great deal
of information about the topological structure of the fractal involved. Also in 1996, just
slightly before Jonsson’s work, R. Strichartz analyzed wavelets on Sierpinski gasket fractals
in [60], and noted that since fractals built up from affine iterated function systems such as the
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Sierpinski gasket fractal had locally defined translations, isometries and dilations, they were
good candidates for an orthonormal basis of wavelets. Strichartz’s wavelets were defined by
constructing an orthonormal basis from functions that at each stage of the iteration building
the fractal had certain properties (such as local constance) holding in a piecewise fashion
([60]).

With Jonsson’s and Strichartz’s constructions in mind, but starting from an operator-
algebraic viewpoint, in 2011, M. Marcolli and A. Paolucci looked at representations of the
Cuntz-Krieger C∗-algebras OA on certain L2-spaces, and showed that one could construct
generalized “wavelet” families, by using the isometries and partial isometries naturally gen-
erating the C∗-algebras OA to operate on the zero-order and first-order scaling functions and
wavelet functions, thus providing the orthonormal basis for the Hilbert space in question.
The Cuntz-Krieger C∗-algebras OA are C∗-algebras generated by partial isometries, where
the relations between the isometries are determined by the matrix A; interpreting the matrix
A as the adjacency matrix of a graph allows us to view the Cuntz-Krieger C∗-algebras as
graph algebras. Thus, in the wavelet constructions of Marcolli and Paolucci, the partial
isometries coming from the graph algebra act in a sense similar to the localized dilations
and isometries observed by Strichartz in [60]. More precisely, by showing that it was possi-
ble to represent certain Cuntz-Krieger C∗-algebras on L2-spaces associated to non-inflated
fractal spaces, Marcolli and Paolucci related the work of Bratteli and Jorgensen and Dutkay
and Jorgensen to the works of Jonsson and Strichartz. Moreover, they showed that in this
setting, certain families related to Jonsson’s wavelets could be constructed by acting on the
so-called scaling functions and wavelets by partial isometries geometrically related to the
directed graph in question.

In this paper, in addition to giving a broad overview of this area, we will discuss several
new ways to generalize these results and obtain wavelets associated to representations of
directed graphs and higher-rank graphs. For a given directed graph E, the graph C∗-algebra
C∗(E) is the universal C∗-algebra generated by a collection of projections associated to the
vertices and partial isometries associated to the edges that satisfy certain relations, called
the Cuntz-Krieger relations. It has been shown that graph C∗-algebras not only generalize
Cuntz-Krieger algebras, but they also include (up to Morita equivalence) a fairly wide class
of C∗-algebras such as the AF-algebras, Kirchberg algebras with free K1-group, and various
noncommutative algebras of functions on quantum spaces. One of the benefits of studying
graph C∗-algebras is that very abstract properties of C∗-algebras can be visualized via con-
crete characteristics of underlying graphs. See the details in the book “Graph Algebras” by
Iain Raeburn [49] and the references therein.

Higher-rank graphs, also called k-graphs, were introduced in [35] by Kumjian and Pask
as higher-dimensional analogues of directed graphs, and they provide a combinatorial model
to study the higher dimensional Cuntz-Krieger algebras of Robertson and Steger [52, 53].
Since then, k-graph C∗-algebras have been studied by many authors and have provided many
examples of various classifiable C∗-algebras, and the study of fine structures and invariants
of k-graph C∗-algebras can be found in [18, 44, 54, 50, 51, 55, 32, 8, 57, 58]. Also k-graph
C∗-algebras provide many examples of non-self-adjoint algebras and examples of crossed
products. (See [13, 14, 33, 48, 7, 19, 21]). Recently, twisted k-graph C∗-algebras have been
developed in [36, 37, 38, 39, 56]; these provide many important examples of C∗-algebras
including noncommutative tori. Moreover, specific examples of dynamical systems on k-
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graph C∗-algebras have been studied in [42, 43], and the study of KMS states with gauge
dynamics can be found in [24, 25, 26, 27, 23]. Furthermore, the works in [46, 47] show that
k-graph C∗-algebras can be realized as noncommutative manifolds and have the potential to
enrich the study of noncommutative geometry.

The first examples of directed graph algebras are the Cuntz C∗-algebras ON defined for
any integer N ≥ 2, which are generated by N isometries satisfying some elementary relations.
In the late 1990’s it was realized by Bratteli and Jorgensen ([4], [5]) that the theory of
multiresolution analyses for wavelets and the theory of certain representations ofON could be
connected through filter functions, or quadrature mirror filters, as they are sometimes called.
We review this relationship in Section 2, since this was the first historical connection between
wavelets and C∗-algebras. In this section, we also relate the filter functions associated
to fractals coming from affine iterated function systems, as first defined by Dutkay and
Jorgensen in [15], as well as certain kinds of representations of ON defined by Bratteli and
Jorgensen called monic representations, as all three of these representations of ON (those
coming from [5], from [15], and from [16]) correspond to what we call a Cuntz-like family of
functions on T. Certain forms of monic representations, when moved to L2-spaces of Cantor
sets associated to ON , can viewed as examples of semibranching function systems, and thus
are precursors of the types of representations of Cuntz-Krieger algebras studied by Marcolli
and Paolucci in [41]. In Section 3 we give an overview of the work of Marcolli and Paolucci
from [41], discussing semibranching function systems satisfying a Cuntz-Krieger condition
and the representations of Cuntz-Krieger C∗-algebras on the L2-spaces of fractals. We state
the main theorem of Marcolli and Paolucci from [41] on the construction of wavelets on these
spaces, which generalizes the constructions of Jonsson and Strichartz, but we omit the proof
of their theorem. However, we give the proof that, given any Markov probability measure
on the fractal space KN associated to ON , there exists an associated representation of ON

and a family of related wavelets. In Section 4, we review the definition of directed graph
algebras and also review C∗-algebras associated to finite higher-rank graphs (first defined by
Kumjian and Pask in [35]) and then generalize the notion of semibranching function systems
to higher-rank graph algebras via the definition of Λ-semibranching function systems, first
introduced in [20]. In Section 5, we use the representations arising from Λ-semibranching
function systems to construct wavelets of an arbitrary rectangular shape on the L2-space
of the infinite path space Λ∞ of any finite strongly connected k-graph Λ. In so doing we
generalize a main theorem from [20] and answer in the affirmative a question posed to
one of us by Aidan Sims. In Section 6, motivated by work of Marcolli and Paolucci for
wavelets associated to Cuntz-Krieger C∗-algebras, we discuss the use of k-graph wavelets in
the construction of (finite-dimensional) families of wavelets that can hopefully be used in
traffic analysis on networks, and also discuss generalizations of wavelets on the vertex space
of a k-graph that can be viewed as eigenvectors of the (discrete) Laplacian on this vertex
space. We analyze the wavelets and the wavelet transform in this case, thereby generalizing
some results of Hammond, Vanderghynst, and Gribonval from [29].

This work was partially supported by a grant from the Simons Foundation (#316981 to
Judith Packer).

4



2 C∗-algebras and work by Bratteli and Jorgensen and

Dutkay and Jorgensen on representations of ON

We begin by giving a very brief overview of C∗-algebras and several important constructions
in C∗-algebras that will prove important in what follows. Readers interested in further detail
can examine B. Blackadar’s book [3] (to give just one reference).

Definition 2.1. A C∗-algebra is a Banach algebra which we shall denote by A that has
assigned to it an involution ∗ such that the norm of A satisfies the so-called C∗-identity:

‖a∗a‖ = ‖a‖2, ∀a ∈ A.

By a celebrated theorem of I. Gelfand and M. Naimark, every C∗-algebra can be represented
faithfully as a Banach ∗-subalgebra of the algebra of all bounded operators on a Hilbert
space.

C∗-algebras have a variety of important and very useful applications in mathematics and
physics. C∗-algebras can be used to study the structure of topological spaces, as well as
the algebraic and representation-theoretic structure of locally compact topological groups.
Indeed, C∗-algebras provide one framework for a mathematical theory of quantum mechanics,
with observables and states being described precisely in terms of self-adjoint operators and
mathematical states on C∗-algebras. When there are also symmetry groups involved in the
physical system, the theory of C∗-algebras allows these symmetries to be incorporated into
the theoretical framework as well.

In this paper, we will mainly be concerned with C∗-algebras constructed from various
relations arising from directed graphs and higher-rank graphs. These are combinatorial ob-
jects satisfying certain algebraic relations that are most easily represented by projections
and partial isometries acting on a Hilbert space. The C∗-algebras that we will study will
also contain within them certain naturally defined commutative C∗-algebras, as fixed points
of a canonical gauge action. These commutative C∗-algebras can be realized as continuous
functions on Cantor sets of various types, and under appropriate conditions there are mea-
sures on the Cantor sets, and associated representations of the C∗-algebras being studied on
the L2-spaces of the Cantor sets. These will be the representations that we shall study, but
we will first briefly review the notion of C∗-algebras characterized by universal properties.

Definition 2.2. ([3]) Let G be a (countable) set of generators, closed under an involution
∗, and R(G) a set of algebraic relations on the elements of G, which have as a restriction
that it must be possible to realize R(G) among operators on a Hilbert space H. It is also
required that R(G) must place an upper bound on the norm of each generator when realized
as an operator. A representation (π,H) of the pair (G,R(G)) is a map π : G → B(H)
such that the collection {π(g) : g ∈ G} satisfies all the relations of R(G). The smallest
C∗-subalgebra of B(H) containing {π(g) : g ∈ G} is called a C∗-algebra that represents
(G,R(G)); we denote this C∗-algebra by Aπ. A representation (πU ,HU) of (G,R(G)) is said
to be universal and AπU

is called the universal C∗-algebra associated to (G,R(G)) if for
every representation (π,H) of the pair (G,R(G)) there is a ∗-homomorphism ρ : AπU

→ Aπ

satisfying
π(g) = ρ ◦ πU(g), ∀g ∈ G.
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The general theory found in Blackadar ([3]) can be used to show that this universal C∗-
algebra exists, and is unique (the bounded-norm condition is used in the existence proof).

Example 2.3. Let G = {u, u∗, v, v∗} and fix λ ∈ T with λ = e2πiα, α ∈ [0, 1). Let R(G)
consist of the following three identities, where I denotes the identity operator in B(H):

(1) uu∗ = u∗u = I.

(2) vv∗ = v∗v = I.

(3) uv = λvu.

We note that relations (1) and (2) together with the C∗-norm condition force ‖u‖ = ‖v‖ = 1.
Relation (3) implies the universal C∗-algebra involved is noncommutative, and our universal
C∗-algebra in this case is the well-known noncommutative torus Aα.

Example 2.4. Fix N > 1 and let G = {s0, s∗0, · · · , sN−1, s
∗
N−1}. Let R(G) consist of the

relations

(1) s∗i si = 1, 0 ≤ i ≤ N − 1.

(2) s∗i sj = 0, 0 ≤ i 6= j ≤ N − 1.

(3) s1s
∗
1 + s2s

∗
2 + · · ·+ sN−1s

∗
N−1 = I.

Again the first collection of relations (1) implies that ‖si‖ = 1, 0 ≤ i ≤ N − 1, and also
imply that the si will be isometries and the s∗i will be partial isometries, 0 ≤ i ≤ N − 1.1

The universal C∗-algebra constructed via these generators and relations was first discovered
by J. Cuntz in the late 1970’s. Therefore it is called the Cuntz algebra and is commonly
denoted by ON .

We now wish to examine several different families of representations of ON that take on
a related form on the Hilbert space L2(T) where T is equipped with Haar measure. These
types of representations were first studied by Bratteli and Jorgensen in [4] and [5], who found
that cetain of these representations could be formed from wavelet filter functions. They also
appear as representations coming from inflated fractal wavelet filters and the recently defined
monic representations of Dutkay and Jorgensen ([15] and [16], respectively).

We now discuss a common theme for all of the representations of ON mentioned above,
as was first done by Bratteli and Jorgensen in [5]. Fix N > 1, and suppose a collection of N
essentially bounded measurable functions {h0, h1, · · · , hN−1} ⊆ L∞(T) is given. We define
bounded operators {Ti}N−1

i=0 on L2(T) associated to the functions {h0, h1, · · · , hN−1} by

(Tiξ)(z) = hi(z)ξ(z
N ), (1)

and we ask the question: when do the {Ti}N−1
i=0 give a representation of ON on L2(T)?

We first compute that for i ∈ ZN = {0, 1, . . . , N − 1}, the adjoint of each Ti is given by

(T ∗
i ξ)(z) =

1

N

∑

ω∈T:ωN=z

hi(ω)ξ(ω). (2)

1Recall that an isometry in B(H) is an operator T such that T ∗T = I; a partial isometry S satisfies
S = SS∗S. A projection in B(H) is an operator that is both self-adjoint and idempotent.
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If we denote the N (measurable) branches of the N th root function by τj : T → T, where

τj(z = e2πit) = e
2πi(t+j)

N , t ∈ [0, 1) and j ∈ ZN ,

then we can rewrite our formula for T ∗
i as:

(T ∗
i ξ)(z) =

1

N

N−1∑

j=0

hi(τj(z))ξ(τj(z)). (3)

(Note we have chosen specific branches for the N th root functions, but in our formula for the
adjoint T ∗

i we could have taken any measurable branches and obtained the same result.)
We now give necessary and sufficient conditions on the functions {h0, h1, . . . , hN−1}, as

stated in [5], that the {Ti}N−1
i=0 generate a representation of ON .

Proposition 2.5. Fix N > 1, let {hi}N−1
i=0 ⊂ L∞(T) and define {Ti}N−1

i=0 as in Equation (1).
Then the operators {Ti}N−1

i=0 give a representation of the Cuntz algebra if and only if the
map

z 7→



hi

(
ze

2πij
N

)

√
N




0≤i,j≤N−1

(4)

is a map from T into the unitary N ×N matrices for almost all z ∈ T.

Proof. See Section 1 of Bratteli and Jorgensen’s seminal paper [5] for more details on this.

The above proposition motivates the next definition:

Definition 2.6. Let {hj}N−1
j=0 be a subset of L∞(T).We say that this family is a Cuntz-like

family if the matrix of Equation (4) is unitary for almost all z ∈ T.

Bratteli and Jorgensen were the first to note, in [4], that certain wavelets on L2(R), the
so-called multiresolution analysis wavelets, could be used to construct representations of the
Cuntz algebra ON , by examining the filter function families, and showing that they were
“Cuntz-like.” Their representations used low- and high-pass filters associated to the wavelets
to construct the related isometries as above. Filter functions on the circle T are used to define
wavelets in the frequency domain (see [59] for an excellent exposition). We thus give our
initial definitions of “dilation-translation wavelet families” in the frequency domain rather
than the time domain. We note that we restrict ourselves to integer dilations on L2(R);
more general dilation matrices giving rise to unitary dilations on L2(Rd) are described in the
Strichartz article [59].

Fix an integer N > 1. Define the operator D of dilation by N on L2(R) by:

D(f)(t) =
√
Nf(Nt) for f ∈ L2(R).

and define the translation operator T on L2(R) by

T (f)(t) = f (t− v) for f ∈ L2(R), and let Tv = [T ]v, v ∈ Z.
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Let F denote the Fourier transform on L2 (R). Set

D̂ = FDF∗ and T̂ = FTF∗.

Then

D̂(f)(x) =
1√
N
f
( x
N

)
and T̂ (f) (x) = e−2πixf (x) for f ∈ L2 (R) .

Definition 2.7. A wavelet family in the frequency domain for dilation by N > 1 is a
subset {Φ} ∪ {Ψ1, · · · ,Ψm} ⊆ L2 (R) such that

{T̂v (Φ) : v ∈ Z} ∪ {D̂jT̂v (Ψi) : 1 ≤ i ≤ m, j ∈ N, v ∈ Z} (5)

is an orthonormal basis for L2 (R). If m = N − 1 and the set (5) is an orthonormal basis
for L2 (R), the family {Φ}∪{Ψ1, · · · ,ΨN−1} is called an orthonormal wavelet family for
dilation by N .

In other words, wavelet families are finite subsets of the unit ball of a Hilbert space L2(R)
that, when acted on by specific operators (in this case unitary operators corresponding to
dilation and translation), give rise to a basis for the Hilbert space.

A fundamental algorithm for constructing wavelet families is the concept of multiresolu-
tion analysis (MRA) developed by Mallat and Meyer in [40], and key tools for constructing
the MRA’s are filter functions for dilation by N .

Definition 2.8. Let N be a positive integer greater than 1. A low-pass filter m0 for
dilation by N is a function m0 : T → C which satisfies the following conditions:

(i) m0 (1) =
√
N (“low-pass condition”)

(ii)
∑N−1

ℓ=0 |m0

(
ze

2πiℓ
N

)
|2 = N a.e.;

(iii) m0 is Hölder continuous at 1;

(iv) (Cohen’s condition) m0 is non-zero in a sufficiently large neighborhood of 1 (e.g. it is
sufficient that m0 be nonzero on the image of [− 1

2N
, 1
2N

] under the exponential map
from R to T).

Sometimes in the above definition, condition (iv) Cohen’s condition is dropped and thus
frame wavelets are produced instead of orthonormal wavelets; these situations can be
studied further in Bratteli and Jorgensen’s book [6].

Given a low-pass filter m0 for dilation by N , we can naturally view m0 as a Z-periodic
function on R by identifying T with [0, 1) and extending Z-periodically. Then there is a
canonical way to construct a “scaling function” associated to the filter m0. We set

Φ (x) =

∞∏

i=1

[
m0 (N

−i (x))√
N

]
.

Then the infinite product defining Φ converges a.e. and gives an element of L2 (R). We
call Φ a scaling function in the frequency domain for dilation by N . (The function
F−1(Φ) = φ is the scaling function in the sense of the original definition.)
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Given a low-pass filter m0 and the associated scaling function Φ for dilation by N , then
if we have N −1 other functions defined on T which satisfy appropriate conditions described
in the definition that follows, we can construct the additional members of a wavelet family
for dilation by N .

Definition 2.9. Let N be a positive integer greater than 1, and let m0 be a low-pass filter
for dilation by N satisfying all the conditions of Definition 2.8. A set of essentially bounded
measurable Z-periodic functionsm1, m2, · · · , mN−1 defined on R are called high-pass filters

associated to m0, if

N−1∑

ℓ=0

mi

(
ze

2πiℓ
N

)
mj

(
ze

2πiℓ
N

)
= δi,jN for 0 ≤ i, j ≤ N − 1.

Given a low-pass filterm0, it is always possible to findmeasurable functionsm1, m2, · · · , mN−1

that serve as high-pass filters to m0. The functions m1, m2, · · · , mN−1 can then be seen as
Z-periodic functions on R as well. The connection between filter functions and wavelet fam-
ilies was provided by Mallat and Meyer for N = 2 in [40] and then extended to more general
dilation matrices. We consider only integer dilations N > 1, and rely on the exposition of
both Strichartz [59] and Bratteli and Jorgensen ([6]) in the material that follows below:

Theorem 2.10. ( [40], [59] Section 1.5, [6]) Let N be a positive integer greater than 1, let
(m0, m1, · · · , mN−1) be a classical system of low and associated high-pass filters for dilation
by N , where m0 satisfies all the conditions of Definition 2.8, and let Φ be the scaling function
in the frequency domain constructed from m0 as above. Then

{Φ}
⋃

{Ψ1 = D̂ (m1Φ) , Ψ2 = D̂ (m2Φ) , · · · , ΨN−1 = D̂ (mN−1Φ)} (6)

is an orthonormal wavelet family in the frequency domain for dilation by N . The wavelets
{Ψ1, Ψ2, · · · , ΨN−1} are called the “wavelets” in the frequency domain for dilation by N .
If Cohen’s condition is satisfied, the family (6) is an orthonormal wavelet family. (Again,
the functions {ψ1 = F−1(Ψ1), ψ2 = F−1(Ψ2), · · · , ψN−1 = F−1(ΨN−1)} form the “wavelets”
in the original sense of the definition.)

Remark 2.11. It follows that filter systems are very important in the construction of wavelets
arising from a multiresolution analysis. In their proof of the result above, Bratteli and
Jorgensen used a representation of the Cuntz algebra ON arising from the filter system.

It is then clear the filter conditions expressed as above can just be formulated as stat-
ing that the functions {m0, m1, · · · , mN−1} can be used to construct the following function
mapping z ∈ R/Z ∼= T into the N ×N unitary matrices over C, given by the formula

z 7→



mj

(
ze

2πiℓ
N

)

√
N




0≤j,ℓ≤N−1

, (7)

and therefore give a Cuntz-like family in the sense of Definition 2.6.
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As noted earlier, Bratteli and Jorgensen proved that the operators {Si}N−1
i=0 defined on L2(T)

by
(Siξ)(z) = mi(z)ξ(z

N ), (8)

for ξ ∈ L2(T), z ∈ T and i = 0, 1, · · · , N − 1, satisfy the relations

S∗
jSi = δi,jI, (9)

N−1∑

i=0

SiS
∗
i = I, (10)

which we saw in Proposition 2.5; and thus we obtain exactly the Cuntz relations for the
Cuntz algebra ON .

This gives theBratteli-Jorgensen mapping from a wavelet family {Φ} ⋃ {Ψ1, · · · ,ΨN−1}
in L2(R) arising from a multiresolution analysis into a representations of ON .

We now recall the inflated fractal wavelets of Dutkay and Jorgensen [15], which also
have a multiresolution analysis structure, and therefore also have related generalized filter
functions that will satisfy Definition 2.6 and a weakened low-pass condition. Thus, these
filter functions will also give rise to representations of ON on L2(T). We review here only the
case where the fractals embed inside [0, 1], although the work in [15] generalizes to fractals
sitting inside [0, 1]d constructed from affine iterated function systems. We note that a fine
survey of the relationship between quadrature mirror filters of all types and representations
of ON can be found in the recent paper [17].

Fix an integer N > 1. Recall that ZN = {0, 1, · · · , N − 1}; let B ⊂ ZN be a proper
subset of ZN . Recall from [28] that there is a unique fractal set F ⊂ [0, 1] satisfying

F =
⊔

i∈B
(
1

N
[F+ i]).

The Hausdorff dimension of F is known to be logN(|B|) ([28], Theorem 1 of Section 5.3).

Definition 2.12. ([15]) Let N, B ⊂ N, and F be as described above. We define the inflated
fractal set R associated to F by:

R =
⋃

j∈Z

⋃

v∈Z
N−j(F+ v).

The Hausdorff measure µ of dimension logN(|B|), restricted to R ⊂ R, gives a Borel measure
on R, but it is not a Radon measure on R, because bounded measurable subsets of R need
not have finite µ-measure. A dilation operator D and translation operators {Tv : v ∈ Z} on
L2(R, µ) are defined as follows: for f ∈ L2(R, µ),

D(f)(x) =
√
|B|f(Nx),

Tv(f)(x) = f(x− v).
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There is a natural multiresolution analysis (MRA) structure on L2(R, µ), which can
be described as follows. We define a scaling function or “father wavelet” φ by φ = χF.
Translates of φ are orthonormal, and we define the core subspace V0 of the MRA to be the
closure of their span,

V0 = span{Tv(φ) : v ∈ Z}.
For j ∈ Z, set Vj = Dj(V0). It was shown in Proposition 2.8 of [15] (using slightly different
notation) that

⋃
j∈Z Vj is dense in L2(R, µ) and

⋂
j∈Z Vj = {0}. The inclusion Vj ⊂ Vj+1

follows from the fact that

φ =
1√
|B|

∑

i∈B
DTi(φ). (11)

We note that the refinement equation (11) above gives a weakened low-pass filter for dilation
by N , defined by h0(z) =

∑
i∈B

1√
K
zi for z ∈ T. It is weakened in that conditions (i) and

(iv) of Definition 2.8 will not be satisfied in general, but it will satisfy

∑

{w: wN=z}
|h0(w)|2 = N for z ∈ T,

and h0(z) will be non-zero in a neighborhood of z = 1. Using linear algebra, it is then
possible to find N−1 corresponding “high-pass” filters {h1, h2, · · · , hN−1} defined as Laurent
polynomials in z (see Theorem 3.4 of [12] for details) such that the condition of Definition 2.6
is satisfied for the family {h0, h1, · · · , hN−1}, and one thus obtains a representation of ON

to go along with the wavelet family. Moreover, the high-pass filters {h1, · · · , hN−1} are
constructed in such a way to allow one to construct a subset {ψ1, ψ2, · · · , ψN−1} of W0 =
V1 ⊖ V0 that serves as the generalized wavelet family for L2(R, ν) in the sense that

{DjTv(ψi) : 1 ≤ i ≤ N − 1 and j, v ∈ Z}

form an orthonormal basis for L2(R, ν). See [15] and [12] for further details on this construc-
tion.

Finally we wish to briefly discuss on the relationship of the above representations of ON

coming from Cuntz-like families of functions to the monic representations of ON defined by
Dutkay and Jorgensen in [16].

Fix an integer N > 1. Let KN denote the infinite product space
∏∞

j=1ZN , which has the
topological structure of the Cantor set. Denote by σ the one-sided shift on KN :

σ
(
(ij)

∞
j=1

)
= (ij+1)

∞
j=1 (12)

and let σk, k ∈ ZN denote the inverse branches to σ :

σk
(
(ij)

∞
j=1

)
= (ki1i2 · · · ij · · · ) (13)

Definition 2.13. ([16]) A monic system is a pair (µ, {fi}i∈ZN
), where µ is a finite Borel

measure on KN and {fi}i∈ZN
are functions on KN such that for j ∈ ZN , µ ◦ (σj)

−1 << µ
and

dµ ◦ (σj)−1

dµ
= |fj|2, (14)

11



and the functions {fj} have the property that

|fj(x)| 6= 0, µ− a.e. x ∈ σj(KN).

A monic system is called nonnegative if fj ≥ 0 for all j ∈ ZN .

Given a monic system (µ, {fi}i∈ZN
), in [16] Dutkay and Jorgensen associated to it a

representation of the Cuntz algebra ON on L2(KN , µ) defined by:

Sj(ξ)(x) = fj(x) · ξ ◦ σ(x) for ξ ∈ L2(KN , µ) and j ∈ ZN ,

and they proved that this representation is what they termed a monic representation (c.f.
Theorem 2.7 of [16] for details).

Recall we have a map ι : KN → T defined by

ι((ij)
∞
j=1) = e2πi

∑
∞

j=1

ij

Nj .

We also have an inverse map θ : T → KN where θ(e2πit) = (ij)
∞
j=1 for t =

∑∞
j=1

ij
Nj .We recall

for the rational numbers there are more than one N -adic expansion, but such anomalies form
a set of measure 0 in T. With respect to this correspondence, the map σ looks like τ, where
τ(z) = zN , and the maps σj correspond to the maps τj(e

2πit) = e2πi
t+j
N , i.e.

ι ◦ σ = τ ◦ ι and τj ◦ ι = ι ◦ σj for 0 ≤ j ≤ N − 1.

So, if the measure µ on KN is equal to Haar measure ν on KN (thought of as an infinite
product of the cyclic groups ZN ), a monic system of functions {fi}i∈ZN

on (KN , ν) gives a
collection of functions {hi = fi ◦ θ}i∈ZN

on T.
The most relevant aspect of Dutkay and Jorgensen’s work on monic representations to

this paper is that, using the fact that (KN , ν) can be measure-theoretically identified with
(T, νT), where νT is Haar measure on the circle group T, by using the maps θ and ι defined
above, it is possible to identify a system of essentially bounded functions {hj = fj ◦ θ}N−1

j=0

on T, and one can check that these functions will satisfy the condition of Definition 2.6.
The key relevant point in the proof of this is that by Theorem 2.9 of [16], the support of
each fj is precisely σj(KN), and |fj((ij)∞j=1)|2 = N on its support, so that the support of

each hj is precisely τj(T), with |hj(z)| =
√
N for z ∈ τj(T) and 0 otherwise. It therefore

follows that monic systems of functions on (KN , ν) moved over to T via the map θ all give
rise to Cuntz-like systems of functions on T. However, these monic systems will only give
rise to filter functions (and hence to classical wavelets) in isolated conditions (e.g., for N = 2
it is possible to obtain the Shannon wavelet via a monic system of two functions that is
equivalent to the filter functions m0(z) =

√
2χE0 and m1(z) =

√
2χE1 , where E0 is the image

of [0, 1
4
) ∪ [3

4
, 1] under the exponential map from [0, 1] to T, and E1 is the image in T of

[1
4
, 3
4
)).
Further analysis of monic representations can be found in [16]. We mention them here be-

cause they are the closest analog in the Cuntz C∗-algebra case to the sorts of representations
of the higher-rank graph algebras that are used to construct wavelets in [20].
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3 Marcolli-Paolucci wavelets

In the 2011 article [41], Marcolli and Paolucci constructed representations of (finite) Cuntz-
Krieger C∗-algebras on L2-spaces for certain fractals, and then in certain cases went on to
define wavelets generalizing the wavelets of A. Jonsson [30]. We recall their basic construc-
tions.

Definition 3.1. Fix an integer N > 1. Let A = (Ai,j)i,j∈ZN
be a N×N matrix whose entries

Ai,j take on only values in {0, 1}. The Cuntz-Krieger C∗-algebra OA is the universal C∗-
algebra generated by partial isometries {Ti}i∈ZN

satisfying

T ∗
i Ti =

N−1∑

j=0

Ai,jTjT
∗
j , (15)

T ∗
i Tj = 0 for i 6= j, (16)

and
N−1∑

i=0

TiT
∗
i = I. (17)

We note that these Cuntz-Krieger C∗-algebras OA are examples of C∗-algebras associated
to certain special finite directed graphs, namely, those directed graphs admitting at most one
edge with source v and range w for any pair of vertices (v, w). Indeed (cf. [49], Remark 2.8)
one can show that the directed graph in this case would have N vertices in a set E0

A, labeled
E0

A = {v0, v1, · · · , vN−1}, with edge set E1
A = {e(i,j) ∈ Z2

N : Ai,j = 1}; there is a (directed)
edge e(i,j) beginning at vj and ending at vi iff Ai,j = 1. The matrix A then becomes the
vertex matrix of the associated directed graph. In the case where A is the matrix that has
1 in every entry, the C∗-algebra OA is exactly the Cuntz algebra ON .

As had been done previously by K. Kawamura [34], Marcolli and Paolucci constructed
representations of OA by employing the method of “semibranching function systems”. We
note for completeness that the semibranching function systems of Kawamura ([34]) were for
the most part defined on finite Euclidean spaces, e.g. the unit interval [0, 1], whereas the
semibranching function systems used by Marcolli and Paolucci ([41]) were mainly defined on
Cantor sets.

Definition 3.2. (c.f. [34], [41] Definition 2.1, [1] Theorem 2.22)
Let (X, µ) be a measure space and let {Di}i∈ZN

be a collection of µ-measurable sets and
{σi : Di → X}i∈ZN

a collection of µ-measurable maps. Let A be an N × N {0, 1}-matrix.
The family of maps {σi}i∈ZN

is called a semibranching function system on (X, µ) with coding
map σ : X → X if the following conditions hold:

1. For i ∈ ZN , set Ri = σi(Di). Then we have

µ(X\ ∪i∈ZN
Ri) = 0 and µ(Ri ∩Rj) = 0 for i 6= j.

2. For i ∈ ZN , we have µ ◦ σi << µ and

d(µ ◦ σi)
dµ

> 0, µ-a.e. on Di. (18)
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3. For i ∈ ZN and a.e. x ∈ Di, we have

σ ◦ σi(x) = x.

4. (Cuntz-Krieger (C-K) condition:) For i, j ∈ ZN , µ(Di∆ ∪i:Ai,j=1 Rj) = 0.

Example 3.3. ([34]) Take N > 1, (X, µ) = (T, ν) where ν is Haar measure on T, Di = T for

i ∈ ZN , and σj(z = e2πit) = e
2πi(x+j)

N for t ∈ [0, 1); then Rj = {e2πit : t ∈ [ j
N
, j+1

N
)}. With the

coding map given by σ(z) = zN , we obtain a semibranching function system satisfying the
(C-K) condition for the N ×N matrix consisting of all 1’s.

Example 3.4. ([41] Proposition 2.6) Take N > 1, and fix an N × N {0, 1}-matrix A. Let
ΛA ⊂ ∏∞

j=1[ZN ]j be defined by

ΛA = {(i1i2 · · · ij · · · ) : Aij ij+1
= 1 for j ∈ N}.

Marcolli and Paolucci have shown that, using the N -adic expansion map, ΛA can be embed-
ded in [0, 1] as a fractal set and thus has a corresponding Hausdorff probability measure µA

defined on its Borel subsets. For each i ∈ ZN , let

Di = {(i1i2 · · · ij · · · ) : Ai,i1 = 1} ⊂ ΛA,

and define σj for j ∈ ZN by

σj : Dj → ΛA : σj ((i1i2 · · · ik · · · )) = (ji1i2 · · · ik · · · ).

Then
Rj := σj(Dj) = {(ji1i2 · · · ik · · · ) : (i1i2 · · · ik · · · ) ∈ Dj},

and denoting by σ the one-sided shift on ΛA :

σ ((i1i2 · · · ik · · · )) = (i2i3 · · · ik+1 · · · )

we have that σ ◦σj(x) = x for x ∈ Dj and j ∈ ZN . Marcolli and Paolucci show in Section 2.1
of [41] that this data gives a semibranching function system satisfying the (C-K) condition on
(ΛA, µA). If A is the matrix consisting entirely of 1s, we obtain a monic system in the sense
of [16]. Moreover, in this case, Di = KN for all i ∈ ZN and Ri = Z(i) = {(ij)∞j=1 : i1 = i}.

Kawamura and then Marcolli and Paolucci observed the following relationship between
semibranching function systems satisfying the (C-K) condition and representations of OA :

Proposition 3.5. (c.f. [41] Proposition 2.5) Fix a non-trivial N ×N {0, 1}-matrix A with
Ai,i = 1 for all i ∈ ZN . Let (X, µ) be a measure space, and let {Di}i∈ZN

, {σi : Di → X}i∈ZN

and {Ri = σi(Di)}i∈ZN
be a semibranching function system satisfying the (C-K) condition

on (X, µ) with coding map σ : X → X. For each i ∈ ZN define Si : L
2(X, µ) → L2(X, µ) by

Si(ξ)(x) = χRi
(x)
(dµ ◦ σi

dµ
(σ(x))

)− 1
2
ξ(σ(x)) for ξ ∈ L2(X, µ) and x ∈ X.

Then the family {Si}i∈ZN
of partial isometries satisfies the Cuntz-Krieger relations Equations

(15), (16), and (17), and therefore generates a representation of the Cuntz-Krieger algebra
OA.
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We now discuss the construction of wavelets for Cuntz-Krieger C∗-algebras as developed
by Marcolli and Paolucci. In the setting of Example 3.4, suppose in addition that the matrix
A is irreducible, i.e. for every pair (i, j) ∈ ZN × ZN there exists n ∈ N with An

i,j 6= 0.
In this case, Marcolli and Paolucci proved that the Hausdorff measure µA on ΛA is

exactly the probability measure associated to the normalized Perron-Frobenius eigenvector
of A. Namely, suppose (p0, p1, . . . , pN−1) is a vector in (0,∞)N satisfying

∑N−1
i=0 pi = 1, and

such that
A(p0, p1, . . . , pN−1)

T = ρ(A)(p0, p1, · · · , pN−1)
T ,

where ρ(A) is the spectral radius of A. (The existence of such a vector (p0, . . . , pN−1), called
the Perron-Frobenius eigenvector of A, follows from the irreducibility of A.) Then we
have:

Theorem 3.6. ([41], Theorem 2.17) Let N > 1 be fixed, and suppose that A is an irreducible
{0, 1}-matrix. Let {σi : Di → Ri} with σ : ΛA → ΛA be the semibranching function system
satisfying the (C-K) condition associated to (ΛA, µA) as in Example 3.4. Then the Hausdorff
measure µA on ΛA is exactly the probability measure associated to the Perron-Frobenius
eigenvector (p0, . . . , pN−1) of A. To be precise, for i ∈ ZN , µA(Ri) = pi and

d(µ ◦ σi)
dµ

= N−δA , a.e. on Di,

where δA is the Hausdorff dimension of ΛA, and the spectral radius ρ(A) of A is equal to
N δA .

Given an irreducible {0, 1}-matrix A as in Theorem 3.6, Marcolli and Paolucci were able
to construct families of OA-wavelets on L2(ΛA, µA) generalizing splines. We describe their
construction here (see also Section 3 of [41]). For the purposes of this survey, we concentrate
here on the wavelets whose scaling functions or “father wavelets” are constant on the subsets
Ri of ΛA.

We denote by V0 the (finite-dimensional) subspace of L2(ΛA, µA) given by

V0 = span{χRi
: i ∈ ZN}.

For each k, 0 ≤ k ≤ N − 1, let Dk = {j : Akj = 1}, and let dk = |Dk|. Enumerate the
elements of Dk by setting Dk = {n0 < n1 < · · · < ndk−1}. For each k ∈ ZN , define the
following inner product on Cdk :

〈(xj), (yj)〉PF =

dk−1∑

j=0

xjyjpnj
,

where (pnj
) are the appropriate coefficients of the Perron-Frobenius eigenvector of A. We

now define vectors {cj,k : 0 ≤ j ≤ dk − 1, 0 ≤ k ≤ N − 1}, where cj,k = (cj,k1 , . . . , cj,kdk−1),

such that for each k ∈ ZN , {cj,k : 0 ≤ j ≤ dk − 1} is an orthonormal basis for Cdk−1 with
respect to the inner product 〈·, ·〉PF , so that

c0,kℓ = c0,kℓ′ for 0 ≤ ℓ, ℓ′ ≤ dk − 1 and k ∈ ZN ,
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and for each fixed k ∈ ZN ,

span{cj,k : 1 ≤ j ≤ dk − 1} = {(1, 1, · · · , 1)}⊥

with respect to the inner product 〈·, ·〉PF defined above.
We now note that we can write each set Rk as a disjoint union:

Rk =

dk−1⋃

j=0

R[knj ],

where
R[knj] = {(i1i2 · · · in · · · ) ∈ ΛA : i1 = k and i2 = nj}.

Thus in terms of characteristic functions,

χRk
=

dk−1∑

j=0

χR[knj ]
for k ∈ ZN .

Now for each k ∈ ZN we define functions {f j,k}dk−1
j=0 on ΛA by

f j,k(x) =
1√
pk

dk−1∑

ℓ=0

cj,kℓ χR[knℓ]
(x).

We note that each function f j,k is µA-measurable. Also, for each k ∈ ZN ,

f 0,k =
1√
pk

dk−1∑

ℓ=0

c0,kℓ χR[knℓ]
=

c0,k1√
pk

dk−1∑

ℓ=0

χR[knℓ]
=

c0,k1√
pk
χRk

is a scalar multiple of χRk
, since the vector c0,k is a constant vector. It follows that

span{f 0,k}N−1
k=0 = span{χRk

}N−1
k=0 = V0.

We are now nearly ready to state our simplified version of the main theorem on wavelets
in [41]. First, a definition: Fix an integer n > 1. We say that a word w = w1w2 · · ·wn in∏n

k=1 ZN is admissible for our {0, 1}-matrix A if, for all 1 ≤ i ≤ n− 1, we have Awiwi+1
= 1.

If w is admissible, we write Sw for the partial isometry in B(L2(ΛA, µA)) given by

Sw = Sw1Sw2 · · ·Swn.

We also remark that in order to be consistent with standard notation from multiresolution
analysis theory and also with our notation for the higher-rank graph C∗-algebra wavelets,
we have changed the notation for the orthogonal subspaces from the original notation used
in [41].
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Theorem 3.7. ([41], Theorem 3.2) Fix N > 1. Let A be an N × N , irreducible, {0, 1}-
matrix, let (ΛA, µA) be the associated fractal space with Hausdorff measure, and let {σj :
Dj → Rj}j∈ZN

and σ be the associated semibranching function system satisfying the (C-K)
condition defined on (ΛA, µA). Let {Sk}k∈ZN

be a set of operators on L2(ΛA, µA) given by the
formula in Proposition 3.5. Let {f j,k : k ∈ ZN , 0 ≤ j ≤ dk − 1} be the functions on ΛA

defined in the above paragraphs. For k ∈ ZN , let

φk = f 0,k.

Define
W0 = span{f j,k : k ∈ ZN , 1 ≤ j ≤ dk−1};

Wn = span{Sw(f
j,k) : k ∈ ZN , 1 ≤ j ≤ dk − 1 and w is an admissible word of length n}.

Then the subspaces V0 and {Wn}∞n=0 are mutually pairwise orthogonal in L2(ΛA, µA) and

L2(ΛA, µA) = span

(
V0 ⊕

[ ∞⊕

n=0

Wn

])
.

The φk are called the scaling functions (or “father wavelets”) and the f j,k are called the
wavelets (or “mother wavelets”) for the system.

Since the proof of the above theorem can be read in [41], we do not include it here.
However, as we did in the second paragraph of Section 4 of [20], we do wish to remark
upon the fact that the emphasis on the Perron-Frobenius measure in [41] does not appear
to be crucial for the construction of the orthogonal subspaces. To illustrate this further,
we now construct wavelets for ON corresponding to any Markov measure on KN , and here
we will include the proof so as to illustrate our techniques. Note also that by taking tensor
products, the wavelets below will produce wavelets on k-graph algebras of tensor-product
type, for example, in ON ⊗OM , as studied in Example 3.8 of [32].

Recall from Section 2 thatKN is the infinite product space
∏∞

j=1 ZN which can be realized
as the Cantor set. Let σ and {σj}j∈ZN

be the one-sided shift on KN and its inverse branches
given in (12) and (13). Following Example 3.11 of [16], fix {pi ∈ (0, 1) : i ∈ ZN}, with∑

i∈ZN
pi = 1, and define the Markov measure

µ(Z(i1i2 · · · in)) =
n∏

j=1

pij ,

where ij ∈ ZN for 1 ≤ j ≤ n, and

Z(i1i2 · · · in) = {(x1x2 · · ·xj · · · ) : x1 = i1, x2 = i2, · · · , xn = in}.

As described at the end of Example 3.4, for the N × N matrix consisting of all 1’s, the
standard semibranching function system on KN satisfying the (C-K) condition is given by
{σi : Di → Ri}i∈ZN

, where σ : KN → KN satisfies Di = KN for all i ∈ ZN and Ri = Z(i).

Theorem 3.8. Fix N > 1, let {pi}N−1
i=0 be a collection of positive numbers with

∑N−1
i=0 pi = 1,

and let µ be the associated Markov Borel probability measure on (KN , µ) defined as above.
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For i ∈ ZN , let {σi : KN → Ri = Z(i)} and σ : KN → KN be the associated semibranching
function system satisfying the (C-K) condition associated to the N × N matrix of all 1′s,
and define Si ∈ B(L2(KN , µ)) by

Si(f)(w) = χZ(i)(w)p
−1/2
i f(σ(w)).

Then as in Theorem 3.7, there are scaling functions {φk}N−1
k=0 ⊂ L2(KN , µ) and “wavelets”

{ψj,k : k ∈ ZN , 1 ≤ j ≤ N − 1} such that setting

V0 = span{φk : k ∈ ZN},

W0 = span{ψj,k : k ∈ ZN , 1 ≤ j ≤ N − 1} and

Wn = span{Sw(ψj,k) : k ∈ ZN , 1 ≤ j ≤ N − 1, w a word of length n} for n ≥ 1,

we obtain

L2(KN , µ) = span

(
V0 ⊕ [

∞⊕

n=0

Wn]

)
.

Proof. Following the method of Theorem 3.7, we define an inner product on CN by setting

〈(xj)j , (yj)j〉 =
∑

j∈ZN

xj · yj · pj. (19)

For fixed k ∈ ZN , we let c0,k be the vector in CN defined by

c0,k = (1, 1, · · · , 1),

and let {cj,k}1≤j≤N−1, with cj,k = (cj,kℓ )ℓ∈ZN
, be any orthonormal basis for {(1, 1, · · · , 1)}⊥

with respect to the inner product (19). For fixed k ∈ ZN , define functions {f j,k : 0 ≤ j ≤
N − 1} on KN by:

f j,k(x) =
1√
pk

N−1∑

ℓ=0

cj,kℓ χZ(kℓ)(x).

Note that f 0,k is a normalized version of χZ(k)(x). We claim that setting

φk(x) = f 0,k(x) for k ∈ ZN ,

and
ψj,k(x) = f j,k(x) for 1 ≤ k ≤ N − 1 and 1 ≤ j ≤ N − 1,

we will obtain a wavelet family for L2(KN , µ) where µ is the Markov measure determined by

µ(Z(i1i2 · · · in)) =
n∏

j=1

pij .

We first note that if i1 6= i2, the integral
∫

KN

φi1φi2dµ
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is a scalar multiple of the integral

∫

KN

χZ(i1)(x)χZ(i2)(x)dµ

and this latter integral is equal to zero because the functions in question have disjoint support.
We also remark that for 1 ≤ j ≤ N − 1 and k ∈ ZN ,

N−1∑

ℓ=0

cj,kℓ pℓ = 0.

Multiplying by pk we get:

N−1∑

ℓ=0

cj,kℓ pℓpk = 0, so that

∫

KN

[ N−1∑

ℓ=0

cj,kℓ χZ(kℓ)(x)
]
dµ = 0.

We can write this as: ∫

KN

[ N−1∑

ℓ=0

cj,kℓ χZ(kℓ)(x)
]
χZ(k)(x)dµ = 0,

i.e. ∫

KN

ψj,k(x)φk(x)dµ = 0 for 1 ≤ j ≤ N − 1.

We now check and calculate:

Si(ψj,k)(x) = Si

( 1√
pk

N−1∑

ℓ=0

cj,kℓ χZ(kℓ)

)
(x) =

1√
pk

N−1∑

ℓ=0

cj,kℓ Si(χZ(kℓ))(x)

=
1√
pk

N−1∑

ℓ=0

cj,kℓ χZ(i)(x)
1√
pi
χZ(kℓ)(σ(x))

=
1√
pk

1√
pi

N−1∑

ℓ=0

cj,kℓ χZ(ikℓ)(x).

Let V0 = span{φi : i ∈ ZN} and let

W0 = span{ψj,k : k ∈ ZN , 1 ≤ j ≤ N − 1}.

We have shown V0 ⊥ W0. We now define

W1 = span{Si(ψj,k) : i, k ∈ ZN , 1 ≤ j ≤ N − 1}.

A straightforward calculation shows that {Si(ψj,k) : i, k ∈ ZN , 1 ≤ j ≤ N − 1} is an
orthonormal set of functions.

We prove now that (V0 ⊕W0) ⊥ W1.
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Let us first fix pairs (j, k) and (j′, k′) with k, k′ ∈ ZN and 1 ≤ j, j′ ≤ N −1. Fix i ∈ ZN .
Then

∫

KN

Si(ψj,k)(x)ψj′,k′(x)dµ =
1√
pi

∫

KN

[ 1√
pk

N−1∑

ℓ=0

cj,kℓ χZ(ikℓ)(x)
]
ψj′,k′(x) dµ

=
1√
pi

∫

KN

[ 1√
pk

N−1∑

ℓ=0

cj,kℓ χZ(ikℓ)(x)
] 1√

pk′

N−1∑

ℓ′=0

cj
′,k′

ℓ′ χZ(k′ℓ′)(x)dµ

=
1√
pi

1√
pkpk′

∫

KN

N−1∑

ℓ=0

N−1∑

ℓ′=0

δi,k′δk,ℓ′c
j,k
ℓ cj

′,k′

ℓ′ χZ(ikℓ)(x)dµ

=
1√
pi

1√
pkpk′

∫

KN

N−1∑

ℓ=0

δi,k′c
j,k
ℓ cj

′,k′

k χZ(ikℓ)(x)dµ =
1√
pi
pipkδi,k′

1√
pkpk′

N−1∑

ℓ=0

cj,kℓ cj
′,k′

k pℓ

=
1√
pi
pipkδi,k′c

j′,k′

k

1√
pkpk′

N−1∑

ℓ=0

cj,kℓ pℓ = 0,

since
∑N−1

ℓ=0 cj,kℓ pℓ = 0 for 1 ≤ j ≤ N − 1.
It follows that

W0 ⊥ W1.

We now show that V0 ⊥ W1. Fix i ∈ ZN . Let i
′, k ∈ ZN and fix j ∈ {1, 2, · · · , N−1}. Then:

〈φi, Si′(ψj,k)〉 =
1√
pi

∫

KN

χZ(i)(x)
1√
pi′

1√
pk

N−1∑

ℓ=0

cj,kℓ χZ(i′kℓ)(x)dµ

=
1√
pipi′

1√
pk

N−1∑

ℓ=0

∫

KN

χZ(i)(x)c
j,k
ℓ χZ(i′kℓ)(x)dµ

=
1√

pipi′pk
δi,i′

N−1∑

ℓ=0

∫

KN

cj,kℓ χZ(i′kℓ)(x)dµ

= δi,i′
1√

pipi′pk

N−1∑

ℓ=0

cj,kℓ pi′pkpℓ

= δi,i′
1√

pipi′pk
pi′pk

[ N−1∑

ℓ=0

cj,kℓ pℓ

]
.

In order for this value to have a chance of being nonzero we need i = i′. But even if that
happens we get:

〈φi, Si(ψj,k)〉 = pk

[ 1√
pk

N−1∑

ℓ=0

cj,kℓ pℓ

]
=

√
pk · 〈cj,k, (1, 1, · · · , 1)〉CN ,

which is equal to 0 for j ∈ ZN\{0}. Thus V0 is orthogonal to W1.
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We now prove by induction that if for every n ≥ 0 we define

Wn = span{Sw(ψj,k) : w is a word of length n, k ∈ ZN and 1 ≤ j ≤ N − 1},

then for all n ≥ 0,

Wn+1 ⊥
[
V0 ⊕

n⊕

k=0

Wk

]
.

We have proven this for n = 0 directly. We now assume it is true for ℓ = n and prove it is
true for ℓ = n + 1, i.e. let us prove that Wn+2 is orthogonal to [V0 ⊕

⊕n+1
k=0 Wk]. We first

note that if w is a word of length n + 2 and w′ is a word of length s where 1 ≤ s ≤ n + 1,
and if k, k′ ∈ ZN and 1 ≤ j, j′ ≤ N − 1, then there are unique i, i′ ∈ ZN such that

〈Sw(ψj,k), Sw′(ψj′,k′)〉L2(KN ,µ) = 〈SiSw1(ψj,k), Si′Sw′
1
(ψj′,k′)〉L2(KN ,µ).

where w1 is a word of length n+ 1 and w′
1 is a word of length s− 1 for 0 ≤ s− 1 ≤ n. This

then is equal to
〈Sw1(ψj,k), S

∗
i Si′Sw′

1
(ψj′,k′)〉L2(KN ,µ);

since Si(ψ)(w) = χZ(i)(x)p
−1/2
i ψ(σ(x)), one can check that

S∗
i (ψ)(w) = p

1/2
i ψ(iw).

It follows that S∗
i Si′ = δi,i′I. If i = i′ so that S∗

i Si′ = I, we obtain:

〈Sw(ψj,k), Sw′(ψj′,k′)〉L2(KN ,µ) = 〈Sw1(ψj,k), Sw′
1
(ψj′,k′)〉L2(KN ,µ),

which is equal to 0 by the induction hypothesis.
Thus, in either case,

Wn+2 ⊥
[ n+1⊕

k=1

Wk

]
.

Now suppose ψj,k ∈ W0, w is a word of length n+ 2, k′ ∈ ZN and 1 ≤ j′ ≤ N − 1. Then,

〈ψj,k, Sw(ψj′,k′)〉L2(KN ,µ) = 〈 1√
pk

N−1∑

ℓ=0

cj,kℓ χZ(kℓ), Sw(ψj′,k′)〉L2(KN ,µ).

Write w = i1i2 · · · in+1in+2. Then

Sw(χZ(k′ℓ′)) = Si1Si2 . . . Sin+2(χZ(k′l′)) =
1∏n+2

v=1

√
piv
χZ(i1i2···in+1in+2k′ℓ′),

so that

〈 1√
pk

N−1∑

ℓ=0

cj,kℓ χZ(kℓ), Sw(ψj′,k′)〉L2(KN ,µ)
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=
1∏n+2

v=1

√
piv

1√
pkpk′

N−1∑

ℓ=0

N−1∑

ℓ′=0

〈cj,kℓ χZ(kℓ), c
j′,k′

ℓ′ χZ((i1i2···in+1in+2k′ℓ′)〉L2(KN ,µ)

=
1∏n+2

v=1

√
piv

1√
pkpk′

N−1∑

ℓ=0

N−1∑

ℓ′=0

δk,i1δℓ,i2〈cj,kℓ χZ(kℓ), c
j′,k′

ℓ′ χZ((i1i2···in+1in+2k′ℓ′)〉L2(KN ,µ)

=
1∏n+2

v=1

√
piv
δk,i1

1√
pkpk′

N−1∑

ℓ′=0

〈cj,ki2 χZ(ki2), c
j′,k′

ℓ′ χZ(i1i2···in+1in+2k′ℓ′)〉L2(KN ,µ).

This quantity will only be nonzero if k = i1; in this case we get:

〈ψj,k, Sw(ψj′,k′)〉L2(KN ,µ) =
1∏n+2

v=1

√
piv

1√
pi1pk′

N−1∑

ℓ′=0

〈cj,i1i2
χZ(i1i2), c

j′,k′

ℓ′ χZ((i1i2···in+1in+2k′ℓ′)〉L2(KN ,µ)

=
1∏n+2

v=1

√
piv

1√
pi1pk′

N−1∑

ℓ′=0

∫

KN

cj,i1i2
cj

′,k′

ℓ′ χZ(i1i2)(x)χZ((i1i2···in+1in+2k′ℓ′)(x)dµ

=
1∏n+2

v=1

√
piv

√
pk′

1√
pi1

( n+2∏

v=1

piv

)
cj,i1i2

N−1∑

ℓ′=0

cj
′,k′

ℓ′ pℓ′

=

√
pk′√
pi1
cj,i1i2

( n+2∏

v=1

√
piv

)N−1∑

ℓ′=0

1 · cj′,k′ℓ′ pℓ′ = 0.

So in all cases, 〈ψj,k, Sw(ψj′,k′)〉L2(KN ,µ) = 0, and we have Wn+2 ⊥ W0.
Finally, we want to show that Wn+2 ⊥ V0. Let φk ∈ V0 be fixed and let Sw(ψj′,k′) ∈ Wn+2

for w = i1i2 · · · in+2 a word of length n+ 2 and k′ ∈ ZN , j
′ ∈ {1, 2, · · · , N − 1}. Then

〈φk, Sw(ψj′,k′)〉L2(KN ,µ) =
1√
pk

∫

KN

χZ(k)

( n+2∏

v=1

1√
piv

) 1√
pk′

N−1∑

ℓ=0

cj
′,k′

ℓ χZ(i1i2···in+1in+2k′ℓ)dµ

=
1√
pkpk′

( n+2∏

v=1

1√
piv

)
δk,i1

∫

KN

N−1∑

ℓ=0

cj
′,k′

ℓ χZ(i1i2···in+1in+2k′ℓ)dµ

=
1√
pkpk′

( n+2∏

v=1

1√
piv

)
δk,i1

[ n+2∏

v=1

piv

]
pk′

N−1∑

ℓ=0

cj
′,k′

ℓ pℓ

= δk,i1
1√
pk

√
pk′
[ n+2∏

v=1

√
piv

]N−1∑

ℓ=0

1 · cj′,k′ℓ pℓ = 0.

It follows that Wn+2 ⊥ V0, and we have proved the desired result by induction.

Remark 3.9. Notice that the proof of Theorem 3.8 also extends to any other measure with
shift operators having constant Radon-Nykodym derivative on cylinder sets.
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4 C∗-algebras corresponding to directed graphs and

higher-rank graphs

4.1 Directed graphs, higher-rank graphs and C∗-algebras

A directed graph E consists of a countable collection of vertices E0 and edges E1 with
range and source maps r, s : E1 → E0. We view an edge e as being directed from its source
s(e) to its range r(e). A path is a string of edges e1e2 . . . en where s(ei) = r(ei+1) for
i = 1, 2, . . . , n−1. The length of a path is the number of edges in the string. As mentioned
in the introduction, the graph C∗-algebra C∗(E) is the universal C∗-algebra generated by a
set of projections {pv : v ∈ E0} and a set of partial isometries {se : e ∈ E1} that satisfy the
Cuntz-Krieger relations. (These are relations (CK1)–(CK4) in (21) below).

Higher-rank graphs, also called k-graphs, are higher-dimensional analogues of directed
graphs. By definition, a higher-rank graph is a small category Λ with a functor d from the
set Λ of morphisms to N

k satisfying the factorization property : if d(λ) = m + n, then
there exist unique α, β ∈ Λ such that d(α) = m, d(β) = n, and λ = αβ.2 Note that we write
{e1, . . . , ek} for the standard basis of Nk. We often call a morphism λ ∈ Λ a path (or an
element) in Λ, and call Λ0 := d−1(0) the set of vertices of Λ; then the factorization property
gives us range and source maps r, s : Λ → Λ0. For v, w ∈ Λ0 and n ∈ Nk, we write

vΛnw := {λ ∈ Λ : d(λ) = n, r(λ) = v, s(λ) = w}.
Thus λ ∈ vΛnw means that λ is a path that starts at w, ends at v and has shape n. Given
two paths λ, ν ∈ Λ,We can think of λ as a k-cube in a k-colored graph as in the next example.

Example 4.1. Consider the following two 2-colored graphs Γ1 on the left and Γ2 on the right.
In both graphs, the dashed edges are red and the solid edges are blue. (The sphere-like
2-graph picture below is taken from [36] and we would like to thank them for sharing their
picture). We will explain how Γ1,Γ2 give rise to 2-graphs Λi; the degree functor d : Λi → N

2

will count the number of red and blue edges in a path λ ∈ Λi.

uv

w

x

y

z

a

e

b

f

g
h

c

d

vf1
f2 e

Depending on the choice of factorization rules, these 2-colored graphs can give rise to several
different 2-graphs.

There is only one 2-graph Λ1 with the 2-colored graph Γ1; the factorization rules of Λ1

are given by

hb = df, ha = de, gb = cf, and ga = ce.

2We think of Nk as a category with one object, namely 0, and with composition of morphisms given by
addition.
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Note that the path hb has degree e1+e2 = (1, 1) ∈ N
2. The factorization rule hb = df means

that the element hb = df of Λ1 can be understood as the following square; the 2-graph Λ1

has four such squares (paths, or elements).

z

w

x

v
b

d

h f

However, on Γ2, there are two 2-graphs Λ2 and Λ3 associated to the 2-colored graph Γ2. The
factorization rules for Λ2 are given by

f1e = ef1 and f2e = ef2.

The factorization rules for Λ3 are given by

f1e = ef2 and f2e = ef1.

We leave it to the reader to check that both choices of factorization rules give rise to a
well-defined functor d : Λi → N2 satisfying the factorization property, where d(λ) = (m,n)
implies that the path λ contains m red edges and n blue edges.

We say that Λ is finite if Λn is finite for all n ∈ Nk and is strongly connected if
vΛw 6= ∅ for all v, w ∈ Λ0. We say that k-graph has no sources if vΛei 6= ∅ for all v ∈ Λ0

and for all 1 ≤ i ≤ k. Note that we only consider finite k-graphs with no sources in this
section. Define an infinite path in Λ to be a morphism from Ωk to Λ. To be more precise,
consider the set

Ωk := {(p, q) ∈ N
k × N

k : p ≤ q}.
Then Ωk is a k-graph with Ω0

k = Nk; the range and source maps r, s : Ωk → Nk given by
r(p, q) := p and s(p, q) := q; and the degree functor d given by d(p, q) = q−p. Note that the
composition is given by (p, q)(q,m) = (p,m) and Ωk has no sources. An infinite path in a
k-graph Λ is a k-graph morphism x : Ωk → Λ and the infinite path space Λ∞ is the collection
of all infinite paths. The space Λ∞ is equipped with a compact open topology generated by
the cylinder sets {Z(λ) : λ ∈ Λ}, where

Z(λ) = {x ∈ Λ∞ : x(0, d(λ)) = λ}.

For p ∈ Nk, there is a shift map σp on Λ∞ given by σp(x)(m,n) = x(m+p, n+p) for x ∈ Λ∞.
For more details on the above constructions, see Section 2 of [35].

For each 1 ≤ i ≤ k, we write Ai for the vertex matrices for Λ, where the entries Ai(v, w)
are the number of paths from w to v with degree ei. Because of the factorization property, the
vertex matrices Ai commute, and if Λ is strongly connected, Lemma 4.1 of [26] establishes
that there is a unique normalized Perron-Frobenius eigenvector for the matrices Ai. The
Perron-Frobenius eigenvector xΛ is the unique vector xΛ ∈ (0,∞)|Λ

0| with ℓ1-norm 1 which
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is a common eigenvector of the matrices Ai. It is well known now (see [26] Theorem 8.1)
that for a strongly connected finite k-graph Λ, there is a unique Borel probability measure
M on Λ∞, called the Perron-Frobenius measure, such that

M(Z(λ)) = ρ(Λ)−d(λ)xΛs(λ) for all λ ∈ Λ, (20)

where ρ(Λ) = (ρ(A1), . . . , ρ(Ak)). See [26] for the construction of the measure M .
For a finite k-graph with no sources, the Cuntz-Krieger C∗-algebra C∗(Λ), often called a

k-graph C∗-algebra, is a universal C∗-algebra generated by a collection of partial isometries
{tλ : λ ∈ Λ} satisfying the following Cuntz-Krieger relations:

(CK1) {tv : v ∈ Λ0} is a family of mutually orthogonal projections,

(CK2) tµtλ = tµλ whenever s(µ) = r(λ),

(CK3) t∗µtµ = ts(µ) for all µ, and

(CK4) for all v ∈ Λ0 and n ∈ N
k, we have tv =

∑

λ∈vΛn

tλt
∗
λ.

(21)

Also we can show that

C∗(Λ) = span{tλt∗ν : λ, ν ∈ Λ, s(λ) = s(ν)}.

4.2 Λ-semibranching function systems and representations of C∗(Λ)

We briefly review the definition of a Λ-semibranching function system given in [20], then
discuss the recent works in [20].

Compare the following definition with the definition of a semibranching function system
given in Definition 3.2.

Definition 4.2. Let Λ be a finite k-graph and let (X, µ) be a measure space. A Λ-
semibranching function system on (X, µ) is a collection {Dλ}λ∈Λ of measurable subsets
of X , together with a family of prefixing maps {τλ : Dλ → X}λ∈Λ, and a family of coding
maps {τm : X → X}m∈Nk , such that

(a) For each m ∈ Nk, the family {τλ : d(λ) = m} is a semibranching function system, with
coding map τm.

(b) If v ∈ Λ0, then τv = id, and µ(Dv) > 0.

(c) Let Rλ = τλDλ. For each λ ∈ Λ, ν ∈ s(λ)Λ, we have Rν ⊆ Dλ (up to a set of measure
0), and

τλτν = τλν a.e.

(Note that this implies that up to a set of measure 0, Dλν = Dν whenever s(λ) = r(ν)).

(d) The coding maps satisfy τm ◦ τn = τm+n for any m,n ∈ Nk. (Note that this implies
that the coding maps pairwise commute.)
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Remark 4.3. (1) The key condition of a Λ-semibranching function system is the condition
(c). The immediate consequence is that Dλ = Ds(λ) and Rλ ⊂ Rr(λ) for all λ ∈ Λ. Also
for λ, ν ∈ Λ, if s(λ) = r(ν), then x ∈ Rλν if and only if x ∈ Rλ and τd(λ)(x) ∈ Rν .

(2) When E is a finite directed graph, the definition of an E-semibranching function sys-
tem in Definition 4.2 is not equivalent to the semibranching function system of E in
Definition 3.2. First of all, the set of domains {De : e ∈ E} in Definition 3.2 neither
have to be mutually disjoint nor the union to be the whole space X up to a set of
measure zero. But since Definition 4.2(b) requires that Dv = Rv for v ∈ E0, the con-
dition (a) of Definition 4.2 implies that µ(Dv ∩Dw) = µ(Rv ∩Rw) = 0 for v 6= w, and
µ(X \⋃v∈E0 Rv) = µ(X \⋃v∈E0 Dv) = 0. As seen in Remark 4.3, De = Ds(e) for any
e ∈ E, and hence µ(De ∩Df ) = 0 if s(e) 6= s(f).

(3) It turned out that the conditions of Definition 4.2 are a lot stronger than what we
expected. In particular, when we have a finite directed graph E, the conditions of
Definition 4.2 implies what is called condition (C-K) in [6]:

Dv =
⋃

e∈Em

Rλ for all v ∈ E0 and m ∈ N

up to a measure zero set. The condition (C-K) was assumed in Theorem 2.22 in [6] to
obtain a representation of C∗(Λ) on L2(X, µ), where a semibranching function system
is given on the measure space (X, µ).

Example 4.4. Let Λ be a strongly connected finite k-graph. As seen before, there is a Borel
probability measure M on Λ∞ given by the formula of (20). To construct a Λ-semibranching
function system on (Λ∞,M), we define, for λ ∈ Λ, prefixing maps σλ : Z(s(λ)) → Z(λ) by

σλ(x) = λx,

where we denote by y := λx the unique infinite path y : Ωk → Λ such that y((0, d(λ))) = λ
and σd(λ)(y) = x.

For m ∈ Nk we define the coding maps σm : Λ∞ → Λ∞ by

σm(x) = x(m,∞).

Then {σλ}λ∈Λ with {σm}m∈Nk form a Λ-semibranching function system on (Λ∞,M) as shown
in Proposition 3.4 of [20].

When a k-graph Λ is finite and has no sources, one of the main theorems of [20], Theo-
rem 3.5, says that the operators Sλ associated to a Λ-semibranching function system on a
measure space (X, µ) given by

Sλξ(x) := χRλ
(x)(Φτλ(τ

d(λ)(x)))−1/2ξ(τd(λ)(x)) (22)

generate a representation of C∗(Λ) on L2(X, µ), where

Φτλ =
d(µ ◦ τλ)

dµ
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is positive a.e. on Dλ.
In addition, if we have a strongly connected finite k-graph Λ, then the Λ-semibranching

function system of Example 4.4 on the Borel probability measure space (Λ∞,M) gives rise
to a representation of C∗(Λ) on L2(Λ∞,M) which is faithful if and only if Λ is aperiodic.
(See Theorem 3.6 of [20]).

Moreover, if the vertex matrices Ai associated to a strongly connected finite k-graph Λ
are all {0, 1}-matrices, then we can construct Λ-semibranching function systems on a fractal
subspace X of [0, 1]. In particular, let N = |Λ0| and label the vertices of Λ by the integers,
0, 1, . . . , N − 1. Let ρ(A) denote the spectral radius of the product A := A1 . . . Ak. Then
consider the embedding Ψ : Λ∞ → [0, 1] given by interpreting the sequence of vertices of a
given infinite path as an N -adic decimal. Then X = Ψ(Λ∞) is a Cantor-type fractal subspace
of [0, 1] and the Hausdorff measure µ on X is given by the Borel probability measure M on
Λ∞ via Ψ. The prefixing maps {τλ} and coding maps {τd(λ)} on (X, µ) are induced from the
prefixing maps {σλ} and coding maps {σm} on (Λ∞,M) given in Example 4.4. Moreover, if
s denotes the Hausdorff dimension of X , we have

Nks = ρ(A), and s =
1

k

ln ρ(A)

lnN
.

See Section 3.2 of [20] for further details.

5 Wavelets on L2(Λ∞,M)

Let Λ be a strongly connected finite k-graph. As seen in the previous section, there is a
Borel probability measure M on the infinite path space Λ∞ given by, for λ ∈ Λ,

M(Z(λ)) = ρ(Λ)−d(λ)xΛs(λ),

where ρ(Λ) = (ρ(Ai))1≤i≤k and xΛ is the unimodular Perron-Frobenius eigenvector of Λ.
We now proceed to generalize the wavelet decomposition of L2(Λ∞,M) that we constructed
in Section 4 of [20]. In that paper, we built an orthonormal decomposition of L2(Λ∞,M),
which we termed a wavelet decomposition, following Section 3 of [41]. Here, our wavelet
decomposition is constructed by applying (some of) the operators Sλ of Example 4.4 and
Equation (22) to a basic family of functions in L2(Λ∞,M). Instead of choosing the finite
paths λ whose degrees are associated to k-cubes, we will construct them from isometries
given by paths whose degrees are given by k-rectangles. One way to interpret our main
result below (Theorem 5.2) is to say that for any rectangle (j1, j2, . . . , jk) ∈ Nk with no
zero entries, the cofinal set {n · (j1, j2, . . . , jk) : n ∈ N} ⊆ Nk gives rise to an orthonormal
decomposition of L2(Λ∞,M).

While we can use the same procedure to obtain a family of orthonormal functions in
L2(X, µ) whenever we have a Λ-semibranching function system on (X, µ), we cannot establish
in general that this orthonormal decomposition densely spans L2(X, µ) – we have no analogue
of Lemma 5.1 for general Λ-semibranching function systems. Moreover, by Corollary 3.12 of
[20], every Λ-semibranching function system on Λ∞ with constant Radon-Nikodym derivative
is endowed with the Perron-Frobenius measure. Thus, in this section, we restrict ourselves

27



to the case of (Λ∞,M). We also note that our proofs in this section follow the same ideas
found in the proof of Theorem 3.2 of [41].

For a path λ ∈ Λ, let Θλ denote the characteristic function of Z(λ) ⊆ Λ∞. Recall that
M is the unique Borel probability measure on Λ∞ satisfying our desired properties. For the
rest of this section, we fix a k-tuple

(j1, j2, · · · , jk) ∈ N
k

all of whose coordinates are positive integers.

Lemma 5.1. Let Λ be a strongly connected k-graph and fix J = (j1, j2, . . . , jk) ∈ (Z+)k.
Then the span of the set

SJ := {Θλ : d(λ) = (n · j1, n · j2, . . . , n · jk) for some n ∈ N}

is dense in L2(Λ∞,M).

Proof. Let µ ∈ Λ. We will show that we can write Θµ as a linear combination of functions
from SJ .

Suppose d(µ) = (m1, . . . , mk). Let m = min{N > 0 : N · ji −mi ≥ 0 for 1 ≤ i ≤ k},
and let n = (m · j1, m · j2, . . . , m · jk)− d(µ). Let

Cµ = {λ ∈ Λ : r(λ) = s(µ), d(λ) = n}.

In words, Cµ consists of the paths that we could append to µ such that µλ ∈ SJ : if λ ∈ Cµ

then the product µλ is defined and

d(µλ) = d(µ) + d(λ) = (m · j1, m · j2, . . . , m · jk).

Similarly, since d(µλ) = d(µλ′) = (m · j1, . . . , m · jk) = mJ , if x ∈ Z(µλ) ∩ Z(µλ′) then
the fact that x(0, mJ) is well defined implies that

x(0, mJ) = µλ = µλ′ ⇒ λ = λ′.

It follows that if λ 6= λ′ ∈ Cµ, then Z(µλ) ∩ Z(µλ′) = ∅. Since every infinite path x ∈ Z(µ)
has a well-defined “first segment” of shape (m · j1, . . . , m · jk) – namely x(0, mJ) – every
x ∈ Z(µ) must live in Z(µλ) for precisely one λ ∈ Cµ. Thus, we can write Z(µ) as a disjoint
union,

Z(µ) =
⊔

λ∈Cµ

Z(µλ).

It follows that Θµ =
∑

λ∈Cµ
Θµλ, so the span of functions in SJ includes the characteristic

functions of cylinder sets. Since the cylinder sets Z(µ) form a basis for the topology on Λ∞

with respect to which M is a Borel measure, it follows that the span of SJ is dense in
L2(Λ∞,M) as claimed.
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Since the span of the functions in SJ is dense in L2(Λ∞,M), we will show how to decom-
pose span SJ as an orthogonal direct sum,

span SJ = V0,Λ ⊕
∞⊕

j=0

WJ
j,Λ,

where V0,Λ will be equal to the subspace spanned by the functions {Θv : v ∈ Λ0}. We then
will construct WJ

j,Λ for each j > 1 from the functions in WJ
0,Λ and (some of) the operators Sλ

discussed in Section 3 of [20]. The construction of WJ
0,Λ generalizes that given in Section 4

of [20], which in turn was similar to that given in Section 3 of [41] for the case of a directed
graph.

We recall from [20] that the functions {Θv : v ∈ Λ0} form an orthogonal set in L2(Λ∞,M),
whose span includes those functions that are constant on Λ∞:

∫

Λ∞

ΘvΘw dM = δv,wM(Z(v)) = δv,wx
Λ
v ,

and ∑

v∈Λ0

Θv(x) ≡ 1.

Thus, the set { 1√
xΛ
v

Θv : v ∈ Λ0} is an orthonormal set in SJ . We define

V0,Λ := span{ 1√
xΛv

Θv : v ∈ Λ0}.

To construct WJ
0,Λ, let v ∈ Λ0 be arbitrary. Let

DJ
v = {λ ∈ Λ : d(λ) = J and r(λ) = v},

and write dJv for |DJ
v | (note that by our hypothesis that Λ is a finite k-graph we have dJv <∞).

Define an inner product on CdJv by

〈~v, ~w〉 =
∑

λ∈DJ
v

vλwλρ(Λ)
(−j1,...,−jk)xΛs(λ), (23)

and let {cm,v}dJv−1
m=1 be an orthonormal basis for the orthogonal complement of (1, . . . , 1) ∈ CdJv

with respect to this inner product. Let c0,v be the unique vector of norm one with respect to
this inner product with (equal) positive entries that is a multiple of (1, . . . , 1) ∈ CdJv . Thus,
{cm,v}dv−1

m=0 is an orthonormal basis for CdJv .
We explain the importance of (1, . . . , 1) ∈ C

dJv further. We index the λ’s in DJ
v :

DJ
v = {λ1, λ2, · · ·λdJv }.

We need to stress here that
dJv∑

j=1

Θλj
= Θv.
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In this way, we have identified Θv with (1, 1, · · · , 1) ∈ C
dJv . (When we do this, we identify

Θλ1 with (1, 0, 0, · · · , 0),Θλ2 with (0, 1, 0, · · · , 0), and Θλ
dJv

with (0, 0, 0, · · · , 1) ∈ CdJv .)

Now, for each pair (m, v) with 0 ≤ m ≤ dJv − 1 and v a vertex in Λ0, define

fm,v =
∑

λ∈DJ
v

cm,v
λ Θλ.

Note that by our definition of the measure M on Λ∞, since for 1 ≤ m ≤ dJv − 1, the vectors
cm,v are orthogonal to (1, . . . , 1) in the inner product (23), we have

∫

Λ∞

fm,v dM =
∑

λ∈DJ
v

cm,v
λ M(Z(λ))

=
∑

λ∈DJ
v

cm,v
λ ρ(Λ)(−j1,...,jk)xΛs(λ)

= 0

for each (m, v) with m ≥ 1. On the other hand, if m = 0, it is easy to see that

f 0,v =
∑

λ∈DJ
v

c0,vλ Θλ

is a constant multiple of Θv, since c0,vλ = c0,vλ′ for λ, λ′ ∈ DJ
v , and

∑
λ∈DJ

v
Θλ = Θv.

Moreover, the arguments of Lemma 5.1 tell us that ΘλΘλ′ = δλ,λ′Θλ for any λ, λ′ with
d(λ) = d(λ′) = (j1, . . . , jk). Consequently, if λ ∈ DJ

v , λ
′ ∈ DJ

v′ for v 6= v′, we have ΘλΘλ′ = 0.
It follows that

∫

Λ∞

fm,vfm′,v′ dM = δv,v′
∑

λ∈DJ
v

cm,v
λ cm

′,v
λ M(Z(λ))

= δv,v′δm,m′

since the vectors {cm,v} form an orthonormal set with respect to the inner product (23).
Thus, the functions {fm,v} are an orthonormal set in L2(Λ∞,M). We define

WJ
0,Λ := span{fm,v : v ∈ Λ0, 1 ≤ m ≤ dJv − 1}.

Note that V0,Λ is orthogonal to WJ
0,Λ. To see this, let g ∈ V0,Λ be arbitrary, so g =∑

v∈Λ0 gvΘv with gv ∈ C for all v. Then

∫

Λ∞

fm,v′(x)g(x) dM =
∑

v∈V0

δv′,v gv
∑

λ∈DJ
v′

cm,v′

λ M(Z(λ))

= 0,

since
∑

λ∈DJ
v
cm,v
λ M(Z(λ)) = 0 for all fixed v, and 1 ≤ m ≤ dJv − 1. Thus, g is orthogonal to

every basis element fm,v of WJ
0,Λ.
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The basis {fm,v : v ∈ Λ0, 1 ≤ m ≤ dJv −1} for WJ
0,Λ generalizes the analogue for k-graphs

of the graph wavelets of [41], as described in Section 4 of [20]. As the following Theorem
shows, by shifting these functions using the operators

{Sλ : d(λ) = nJ for some n ∈ N},

we obtain an orthonormal basis for L2(Λ∞,M). Thus, each J ∈ (Z+)k gives a different
family of k-graph wavelets associated to the representation of C∗(Λ) described in Theorem
3.5 of [20].

Theorem 5.2. (Compare to Theorem 4.2 of [20]) Let Λ be a strongly connected finite k-graph
and fix J ∈ (Z+)k. For each fixed j ∈ N+ and v ∈ Λ0, let

CJ
j,v := {λ ∈ Λ : s(λ) = v, d(λ) = jJ},

and let Sλ be the operator on L2(Λ∞,M) described in Theorem 3.5 of [20]; for ξ ∈ L2(Λ∞,M),

Sλξ(x) = Θλ(x)ρ(Λ)
d(λ)/2ξ(σd(λ)(x)).

Then
{Sλf

m,v : v ∈ Λ0, λ ∈ CJ
j,v, 1 ≤ m ≤ dJv − 1}

is an orthonormal set. Moreover, if λ ∈ CJ
j,v, µ ∈ CJ

i,v′ for 0 < i < j, we have

∫

Λ∞

Sλf
m,vSµfm′,v′ dM = 0 for 1 ≤ m,m′ ≤ dJv − 1.

It follows that defining

WJ
j,Λ := span{Sλf

m,v : v ∈ Λ0, λ ∈ CJ
j,v, 1 ≤ m ≤ dJv − 1},

for j ≥ 1, we obtain an orthonormal decomposition

L2(Λ∞,M) = span SJ = V0,Λ ⊕
∞⊕

j=0

WJ
j,Λ.

Proof. We first observe that if s(λ) = v, then

Sλf
m,v =

∑

µ∈DJ
v

cm,v
µ ρ(Λ)d(λ)/2Θλµ,

because the Radon-Nikodym derivatives Φσλ
are constant on Z(s(λ)) for each λ ∈ Λ, thanks

to Proposition 3.4 of [20]. In particular, if d(λ) = 0 then Sλf
m,v = fm,v. Thus, if d(λ) =

d(λ′) = (j · j1, . . . , j · jk), the factorization property and the fact that d(λµ) = d(λ′µ′) =
((j + 1) · j1, . . . , (j + 1) · jk) for every µ ∈ DJ

s(λ), µ
′ ∈ DJ

s(λ′) implies that

ΘλµΘλ′µ′ = δλ,λ′δµ,µ′ for all µ ∈ DJ
s(λ), µ

′ ∈ DJ
s(λ′).
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In particular, Sλf
m,vSλ′fm′,v′ = 0 unless λ = λ′ (and hence v = v′). Moreover,
∫

Λ∞

Sλf
m,vSλfm′,v dM =

∑

µ∈DJ
v

cm,v
µ cm

′,v
µ ρ(Λ)d(λ)M(Z(λµ))

=
∑

µ∈DJ
v

cm,v
µ cm

′,v
µ ρ(Λ)−d(µ)xΛs(µ)

= δm,m′ ,

by the definition of the vectors cm,v
µ , since d(µ) = (j1, j2, . . . , jk) for each µ ∈ DJ

v .

Now, suppose λ ∈ CJ
1,v. Observe that Sλf

m,vfm′,v′ is nonzero only when v′ = r(λ), and
also that

(Sλf
m,v)(x)fm′,v′(x) =

∑

µ∈DJ
v

cm,v
µ ρ(Λ)d(λ)/2Θλµ(x)

∑

µ′∈DJ
v′

cm
′,v′

µ′ Θµ′(x).

Note that Θλµ(x)Θµ′(x) 6= 0 if x = λµy = µ′y′ for some y, y′ ∈ Λ∞, and λ ∈ CJ
1,v implies

d(λ) = J = d(µ′). So the factorization property implies that µ′ = λ, and hence we obtain
∫

Λ∞

Sλf
m,vfm′,v′ dM =

∑

µ∈DJ
v

cm,v
µ cm

′,v′

λ ρ(Λ)d(λ)/2M(Z(λµ))

= cm
′,v′

λ ρ(Λ)−d(λ)/2
∑

µ∈DJ
v

cm,v
µ ρ(Λ)−d(µ)xΛs(µ)

= 0.

Thus, WJ
0,Λ is orthogonal to WJ

1,Λ.
In more generality, suppose that λ ∈ CJ

j,v, λ
′ ∈ CJ

i,v′, j > i ≥ 1. We observe that

Sλf
m,vSλ′fm′,v′ is nonzero only when λ = λ′ν with ν ∈ CJ

j−i,v, so we have

Sλf
m,vSλ′fm′,v′ = Sλ′(Sνf

m,v)Sλ′fm′,v′ .

Consequently,
∫

Λ∞

Sλf
m,vSλ′fm′,v′ dM =

∫

Λ∞

Sλ′(Sνf
m,v)Sλ′fm′,v′ dM

=

∫

Λ∞

(Sνf
m,v)S∗

λ′Sλ′fm′,v′ dM

=

∫

Λ∞

(Sνf
m,v)fm′,v′ dM

=
∑

µ∈DJ
v

cm,v
µ cm

′,v′
ν ρ(Λ)d(ν)/2M(Z(νµ))

= cm
′,v′

ν ρ(Λ)−d(ν)/2
∑

µ∈DJ
v

cm,v
µ ρ(Λ)−d(µ)xΛs(µ)

= 0.
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Thus, the sets WJ
j,Λ are mutually orthogonal as claimed.

We now need to show that L2(Λ∞,M) = V0,Λ ⊕⊕∞
j=0WJ

j,Λ. We will do this by showing
that

SJ ⊂ V0,Λ ⊕
∞⊕

j=0

WJ
j,Λ.

We first note that if λ ∈ Λ and d(λ) = (j1, j2, · · · , jk), then Θλ ∈ V0,Λ ⊕⊕∞
j=0WJ

j,Λ. Let

r(λ) = v, so that λ ∈ DJ
v . Write λ = λi for some specific i ∈ {1, 2, · · · , dJv}. We identify Θλi

with (0, 0, . . . , 1(in ith spot), 0, 0, . . . , 0) = ei ∈ CdJv .
As we observed above, identifying Θλi

with ei induces an isomorphism between the (finite-
dimensional) Hilbert spaces

span{Θλ1 , Θλ2 , · · · ,Θλ
dJv
} ⊂ L2(Λ∞,M)

and C
dJv equipped with the inner product (23). By using this isomorphism, we can identify

the function fm,v =
∑dJv

i=1 c
m,v
λi

Θλi
, with the vector (cm,k

λi
)i ∈ C

dJv . This identification allows
us to write

Θλi
= C〈Θλi

, c0,v〉Θv +

dJv−1∑

m=1

〈Θλi
, fm,v〉fm,v

for some C ∈ C, using the orthonormality of the basis {cm,v}d
j
v−1

m=0 . In other words, Θλi
∈

V0,Λ ⊕WJ
0,Λ. It follows that Θλ ∈ V0,Λ ⊕WJ

0,Λ for all λ ∈ Λ such that d(λ) = (j1, j2, · · · , jk).
We now assume that for 1 ≤ j ≤ m, if λ ∈ Λ and d(λ) = jJ, then for any vertex w ∈ Λ0,

Sλ(Θw) ∈ V0,Λ ⊕
m−1⊕

j=0

WJ
j,Λ; and (24)

Θλ ∈ V0,Λ ⊕
m−1⊕

j=0

WJ
j,Λ. (25)

We have already established the base case m = 1.
Let us use induction to show that if λ0 ∈ Λ and d(λ0) = (m+ 1)J, then

Θλ0 ∈ V0,Λ ⊕
m⊕

j=0

WJ
j,Λ, and Sλ0(Θw) ∈ V0,Λ ⊕

m⊕

j=0

WJ
j,Λ.

Fix a vertex w ∈ Λ0. Let us calculate, using our standard formulas for our representation
of C∗(Λ) on L2(Λ∞,M),

Sλ0(Θw(x)) = Θλ0(x)(ρ(Λ)
d(λ0)/2)Θw(σ

d(λ0)(x)).

We first note: for this to have any chance of being non-zero, we need x ∈ Z(λ0) and σ
d(λ0)(x)

must be in Z(w). In other words, s(λ0) = w. So we obtain: Sλ0(Θw) is a constant multiple
of Θλ0 if w = s(λ0), and Sλ0(Θw) = 0 if w 6= s(λ0).
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So, assuming that w = s(λ0), we have that Sλ0(Θw) is a constant multiple of χZ(λ0) = Θλ0 .
Using the factorization property, now write λ0 = λ1λ2 with s(λ2) = s(λ0) = w and

d(λ1) = (j1, j2, · · · , jk)

and
d(λ2) = (m · j1, m · j2, · · · , m · jk).

Recall
Sλ0 = Sλ1λ2 = Sλ1Sλ2 .

By our induction hypothesis,

Sλ2(Θw) ∈ V0,Λ ⊕
m−1⊕

j=0

WJ
j,Λ.

Therefore we can write

Sλ2(Θw) = g0 +
m−1∑

j=0

hj,

where g0 ∈ V0,Λ and hj ∈ WJ
j,Λ for 0 ≤ j ≤ m− 1. So,

Sλ0(Θw) = Sλ1

(
g0 +

m−1∑

j=0

hj

)
= Sλ1(g0) +

m−1∑

j=0

Sλ1(hj).

We have proved directly that Sλ1(g0) ∈ V0,Λ ⊕W0,Λ, and it follows from the definition of
WJ

j,Λ that

Sλ1(hj) ∈ WJ
j+1,Λ for 0 ≤ j ≤ m− 1.

It follows that

Sλ0(Θw) ∈ V0,Λ ⊕
m⊕

j=0

WJ
j,Λ.

Since Sλ0(Θs(λ0)) is a constant multiple of Θλ0 , we have that

Θλ0 ∈ V0,Λ ⊕
m⊕

j=0

WJ
j,Λ,

as desired. It follows that the spanning set

SJ ⊂ V0,Λ ⊕
∞⊕

j=0

WJ
j,Λ,

and thus by Lemma 5.1,

L2(Λ∞,M) = V0,Λ ⊕
∞⊕

j=0

WJ
j,Λ.
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We now partially answer a question posed by A. Sims, who asked about the importance
of the shape (j, j, . . . , j) of the “cubical wavelets” introduced in [20]. As we have now shown,
we can construct wavelets of any non-trivial rectangular shape, not only cubes. Sims also
asked if there was a relationship between the dimension of the spaces WJ

j,Λ and the fixed
rectangular shape J = (j1, . . . , jk). The answer is “Not necessarily.” We recall that for
v ∈ Λ0,

DJ
v = {λ ∈ Λ : d(λ) = (j1, j2, · · · , jk) and r(λ) = v},

and dJv = |DJ
v |. The dimension of the wavelet space WJ

j,Λ is equal to

∑

v∈Λ0

(dJv − 1).

Since each dJv depends on both v ∈ Λ0 and (j1, j2, · · · , jk) ∈ [N+]k, the dimensions obviously
could change with different choices of degrees. On the other hand, if you take a degree that
is ℓ times another degree (j1, j2, · · · , jk) , it would be interesting to check whether or not the
wavelet space of level 0 corresponding to ℓJ , WℓJ

0,Λ, is equal to

ℓ−1⊕

j=0

WJ
j,Λ.

We also observe that, since ji ≥ 1 ∀ i, the factorization property implies that every λ ∈ DJ
v

is associated to λ1 ∈ D
(1,1,...,1)
v , namely, λ = λ1ν. In other words, λ1 = λ(0, (1, . . . , 1)) is the

initial segment of λ of shape (1, . . . , 1). Thus, dJv ≥ d
(1,...,1)
v for all v. In fact, by mapping the

basis vector Θµ ∈ Cd
(1,...,1)
v to the vector

Ψµ =
∑

ν:µν∈DJ
v

Θµν ∈ C
dJv

we can transfer our orthonormal basis {cm,v}m for Cd
(1,...,1)
v to an orthonormal set in CdJv ;

then we can complete this orthonormal set to form the orthonormal basis for CdJv that we
use to construct the wavelet functions fm,v.

In other words, whenever J ≥ (1, 1, . . . , 1), not only can we form a wavelet basis for
L2(Λ∞,M) by starting with paths of shape J , but we can use the data of the (1, . . . , 1)-
wavelets as the foundation for the J-shape wavelets.

Example 5.3. Here we consider the example introduced in Example 4.1 (and denoted by Λ3

there) and compute some wavelets in this case. The corresponding 2-colored graph is given
as the following;

vf1
f2 e

(26)
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and our factorization rules are:

f2e = ef1 and f1e = ef2

By these factorization rules, we see that any particular infinite path in x ∈ Λ∞ can be chosen
to be of the form

efi1efi2efi3 · · · .
Setting “color 1” to be red and dashed, and “color 2” to be blue and solid, the two incidence
matrices of this 2-graph are 1× 1 and we have (A1) = (1), (A2) = (2). Therefore the Perron
Frobenius-measure on cylinder sets is:

M(Z(e)) = 1, M(Z(efi)) = 1/2, M(Z(efie)) = 1/2, M(Z(efiefj)) = 1/4, etc,

where i, j ∈ {1, 2}.
Using Theorem 3.5 of [20], we construct isometries Se, Sf1, and Sf2 on L2(Λ∞,M) satis-

fying
S∗
eSe = S∗

f1
Sf1 = S∗

f2
Sf2 = I,

SeS
∗
e = Sf1S

∗
f1
+ Sf2S

∗
f2

= I.

and finally
SeSf1 = Sf2Se and SeSf2 = Sf1Se.

Fix ξ ∈ L2(Λ∞,M) and x ≡ efi1efi2efi3 · · · , where ij ∈ {1, 2}. Note that our factorization
rules imply that x = fi1+1efi2+1efi3+1 . . . , where the addition in the subscript of f is taken
modulo 2.

We define

Se(ξ)(x) = χZ(e)(x)1
1/220/2ξ(σ(1,0)x) = ξ(efi1+1efi2+1efi3+1 · · · );

Sf1(ξ)(x) = χZ(f1)(x)1
0/221/2ξ(σ(0,1)x) = 21/2χZ(f1)(x)ξ(efi2+1efi3+1 · · · );

Sf2(ξ)(x) = χZ(f2)(x)1
0/221/2ξ(σ(0,1)x) = 21/2χZ(f2)(x)ξ(efi2+1efi3+1 · · · )).

We further calculate:

S∗
e (ξ)(x) = χZ(v)(x)1

−1/220/2ξ(ex) = ξ(efi1+1efi2+1efi3+1 · · · );

S∗
f1(ξ)(x) = 2−1/2ξ(f1x) = 2−1/2ξ(ef2efi1+1efi2+1efi3+1 · · · );
S∗
f2
(ξ)(x) = 2−1/2ξ(f2x) = 2−1/2ξ(ef1efi1+1efi2+1efi3+1 · · · ).

One can easily verify that the partial isometries satisfy the appropriate commutation
relations.

We now construct wavelets for this example, using the method of Theorem 5.2. Recall
M is the Perron-Frobenius measure on Λ∞, and define φ to be the constant function 1 on
Λ∞. Take

(j1, j2) = (1, 1),

and let
ψ = χZ(ef1) − χZ(ef2).
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By using the main theorem of this section or direct calculation we verify that

{φ} ∪
∞⋃

j=0

{Sλ(ψ) : λ ∈ Λ, d(λ) = (j, j)}

is an orthonormal basis for L2(Λ∞,M).

Example 5.4. In this example we describe how to construct the wavelets of this section for
the Ledrappier 2-graph introduced in [45].

The skeleton of this 2-graph is

4 3

21

h

i j

e

o

c

m

b

a

p

f

g

d

k

ℓ

n

If we define “color 1” to be blue and solid, and “color 2” red and dashed, the adjacency
matrices are

A1 =




1 0 0 1
1 0 0 1
0 1 1 0
0 1 1 0


 A2 =




1 0 1 0
1 0 1 0
0 1 0 1
0 1 0 1




Thus, there is a unique choice of factorization rules, since for each blue-red path (of
length 2) between vertices v and w, there is exactly one red-blue path of length 2 between
v and w.

For this 2-graph, one can check that ρ(A1) = ρ(A2) = 2 and that xΛ = 1
4
(1, 1, 1, 1). Let

J = (1, 2); then
DJ

v1
= {acc, ace, aej, aeh, dhm, dho, djb, dji}.

Similarly, dJvi = 8 for all i, and the inner product (19) is given by

〈~x, ~y〉 = 1

32

8∑

j=1

xjyj.
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Thus, for each i, an orthonormal basis {cm,vi}7m=1 for the orthogonal complement of
~1 ∈ C

dJvi is given by

c1,vi = (4,−4, 0, 0, 0, 0, 0, 0) c2,vi = (0, 0, 4,−4, 0, 0, 0, 0) c3,vi = (0, 0, 0, 0, 4,−4, 0, 0)

c4,vi = (0, 0, 0, 0, 0, 0, 4,−4) c5,vi =
√
2(2, 2,−2,−2, 0, 0, 0, 0)

c6,vi =
√
2(0, 0, 0, 0, 2, 2,−2,−2) c7,vi = (2, 2, 2, 2,−2,−2,−2,−2).

We will not list all of the 28 functions in W0,J associated to the vectors {cm,vi}; however,
we observe that

f 1,v1 = 4Θacc − 4Θace; f 4,v1 = 4Θdjb − 4Θdji; f 5,v1 = 2
√
2(Θacc +Θace −Θaeh −Θaej).

6 Traffic analysis wavelets on ℓ2(Λ0) for a finite strongly

connected k-graph Λ, and wavelets from spectral graph

theory

Crovella and Kolaczyk argue in [11] that many crucial problems facing network engineers can
profitably be approached using wavelets that reflect the structure of the underlying graph.
They give axioms that such graph wavelets must satisfy and provide some examples;
Marcolli and Paolucci use semibranching function systems to construct another example of
graph wavelets in [41].

We begin this section by showing how to construct, from a Λ-semibranching function
system, a family of wavelets on a higher-rank graph Λ which meets the specifications given
in Section IV.A of [11]. In other words, our wavelets gm,J of Section 6.1 are orthonormal
functions supported on the vertices Λ0 of the k-graph Λ, which have finite support and
zero integral. We thus hope that these wavelets will be of use for spatial traffic analysis on
k-graphs, or, more generally, on networks with k different types of links.

In a complementary perspective to the graph wavelets discussed in [11], Hammond, Van-
dergheynst and Gribonval use the graph Laplacian in [22] to construct wavelets on graphs.
We show in Section 6.2 how to extend their construction to higher-rank graphs, and we
compare the wavelets thus constructed with the wavelets from Section 5 and Section 6.1.

6.1 Wavelets for spatial traffic analysis

Suppose that Λ is a finite strongly connected k-graph. Fix v ∈ Λ0 once and for all; for
every vertex w ∈ Λ, fix a “preferred path” λw ∈ vΛw. We will use the Perron-Frobenius
eigenvector xΛ of Λ, and the vector ρ(Λ) ∈ (0,∞)k of eigenvalues of the adjacency matrices
Ai, to construct our traffic analysis wavelets.

For each J ∈ N
k, let

DJ = {λ ∈ vΛ : d(λ) = J and λ = λs(λ)}.

Observe that DJ might be empty. We will assume that we can (and have) chosen our
preferred paths λw so that, for at least one J ∈ Nk, |DJ | ≥ 2.
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If |DJ | ≥ 2, define an inner product on C
DJ by

〈~v, ~w〉 =
∑

λ∈DJ

vλwλρ(Λ)
−JxΛs(λ) (27)

and let {(cm,J
λ )λ∈DJ

}|DJ |−1
m=1 be an orthonormal basis for the orthogonal complement of (1, . . . , 1) ∈

CDJ with respect to this inner product.
Define a measure ν̃ on Λ0 by a variation on counting measure: if E ⊆ Λ0, set

ν̃(E) =
∑

w∈E
ρ(Λ)−d(λw)xΛw.

For each (m, J) with J ∈ Nk, |DJ | > 1, and m ≤ |DJ | − 1, define gm,J ∈ L2(Λ0, ν̃) by

gm,J(w) =

{
0, d(λw) 6= J

cm,J
λw

, d(λw) = J

Since the vectors cm,J are orthogonal to (1, . . . , 1) in the inner product (27), we have

∫

Λ0

gm,J dν̃ =
∑

w∈Λ0

gm,J(w)ν̃(w)

=
∑

w:λw∈DJ

cm,J
λw

ρ(Λ)−JxΛw

= 0

for each (m, J). Moreover, if gm,J(w)gm′,J ′(w) 6= 0, we must have d(λw) = J = J ′; it follows
that

∫

Λ0

gm,Jgm′,J ′ dν̃ = δJ,J ′

∑

w:λw∈DJ

cm,J
λw

cm
′,J

λw
ρ(Λ)−JxΛw

= δJ,J ′δm,m′

since the vectors {cm,J} form an orthonormal set with respect to the inner product (27).
In other words, {gm,J}m,J is an orthonormal set in L2(Λ0, ν̃). However, we observe that

the wavelets gm,J will not span L2(Λ0, ν̃); at most, we will have |Λ0| − 1 vectors gm,J , which
occurs when all the preferred paths λw are in the same DJ . In this case, {gm,J}m ∪ {f} is
an orthonormal basis for L2(Λ0, ν̃), where f is the constant function

f(w) =
1√
ν̃(Λ0)

= (ρ(Λ)J)1/2.

As an example, we consider the the Ledrappier 2-graph of Example 5.4. Define v := v1
and observe that every vertex vi admits two paths λi ∈ vΛ(1,2)vi, so we can choose one of
these for our “preferred paths” λvi := λi. In this case, gm,J = 0 unless J = (1, 2); if we set

c1,(1,2) = (4,−4, 0, 0), c2,(1,2) = (0, 0, 4,−4), c3,(1,2) =
√
2(2, 2,−2,−2),
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then the vectors {cm,(1,2)}m form an orthonormal basis for the orthogonal complement of
(1, 1, 1, 1) with respect to the inner product

〈~x, ~y〉 =
4∑

i=1

xλi
yλi
ρ(Λ)(−1,−2)xΛvi =

1

32

4∑

i=1

xλi
yλi
.

Thus, our wavelets gm,(1,2) are given by

g1,(1,2)(w) =





4, w = v1
−4, w = v2
0, else.

g2,(1,2)(w) =





4, w = v3
−4, w = v4
0, else.

g3,(1,2)(w) =

{
2
√
2, w = v1 or v2

−2
√
2, w = v3 or v4.

Since |Λ0| = 4 and all of the functions gm,(1,2) are orthogonal (in L2(Λ0, ν̃)) to each other
and to the constant function f(w) = (ρ(Λ)(1,2))1/2 = 2

√
2, the set {gm,(1,2)}m ∪ {f} is an

orthonormal basis for L2(Λ0, ν̃).

6.2 Wavelets on ℓ2(Λ0) coming from spectral graph theory

In this section we extend the definition of the graph Laplacian given by Hammond, Van-
dergheynst, and Gribonval in [22] to define a Laplacian for higher-rank graphs. For a graph
(or k-graph) on N vertices, the (higher-rank) graph Laplacian is an N ×N positive definite
matrix. While the construction of the higher-rank graph Laplacian, given in Definition 6.1
below, differs slightly from that of the graph Laplacian of [22], the two matrices share many
of the same structural properties. Consequently, the majority of the results from [22] apply
to the higher-rank graph Laplacian as well, with nearly verbatim proofs. Thus, we include
very few proofs in this section, instead referring the reader to [22].

There are many definitions of the graph Laplacian in the literature (cf. [2, 10, 31]);
using the graph Laplacian to construct wavelets is also common. We plan to explore the
relationships among these varying constructions in future work.

Our definition of the k-graph Laplacian more closely parallels those of [2, 10] than that
of [22], because the latter requires that the vertex matrix of the graph be symmetric. While
this is always the case for an undirected graph, it is rarely the case for a k-graph, so we have
chosen to define the k-graph Laplacian following the lines indicated in [2, 10]. We observe
that in the case when the vertex matrices are indeed symmetric, the definitions in [22] and
[2] of the graph Laplacian coincide.

Definition 6.1. (see [2, Definition 4.2], [10]) Let Λ be a finite k-graph with N = |Λ0|
vertices. For each 1 ≤ s ≤ k, let N s

1 = |Λes| be the number of edges of color s. Define the
incidence matrix Ms = (ms

i,j)i=1,...,N ;j=1,...,Ns
1
, where

ms
i,j :=





+1 if r(ej) 6= s(ej) and r(ej) = vi
−1 if r(ej) 6= s(ej) and s(ej) = vi
0 otherwise

We then define the Laplacian ∆Λ of Λ to be

∆Λ :=
k∑

s=1

MsM
T
s .
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Remark 6.2. When k = 1 and both definitions apply, Proposition 4.8 of [2] tells us that
Definition 6.1 agrees with the definition of the graph Laplacian given in [22].

Furthermore, each summand MsM
T
s is a positive definite symmetric matrix; it follows

(cf. [9]) that ∆Λ has an orthonormal basis of eigenvectors and that the eigenvalues of ∆Λ are
all non-negative.

Hammond, Vandergheynst, and Gribonval point out in [22] that the graph wavelets they
describe can be viewed as arising from the graph Laplacian in the same way that continuous
wavelets arise from the one-dimensional Laplacian operator d/dx2. The set of functions
{eiωx : ω ∈ R} used to define the Fourier transform on R are also eigenfunctions of the
Laplacian d/dx2; thus, one could interpret the inverse Fourier transform

f(x) =
1

2π

∫
f̂(ω)eiωxdω

as providing the coefficients of f with respect to the eigenfunctions of the Laplacian. We
define the higher-rank graph Fourier transform analogously.

To be precise, let {~vi}Ni=1 be a basis of eigenvectors for ∆Λ.
Henceforth, we assume that we have ordered the eigenvalues λ1, . . . , λN such that

λ1 ≤ λ2 ≤ λ3 · · · ≤ λN .

The higher-rank graph Fourier transform of a function f ∈ C(Λ0) is the function
f̂ ∈ C(Λ0) given by

f̂(ℓ) = 〈~vℓ, f〉 =
N0∑

n=1

~vℓ(n)f(n).

The motivation for the following definition comes from the calculations in Section 5.2 of
[22]. Specific choices for wavelet kernels, and motivations for these choices, can be found in
Section 8 of the same article.

Definition 6.3. Let Λ be a finite k-graph. A wavelet kernel is a function g : R → R such
that

1. g is (M + 1)-times continuously differentiable for some M ∈ N, and g(M)(0) =: C 6= 0;

2. On a neighborhood of 0, g is ‘well approximated’ (as in Lemma 5.4 of [22]) by cxM ,
where c = C/M !;

3.
∫∞
0

g2(x)
x

dx =: Cg <∞.

Given a wavelet kernel g, the k-graph wavelet operator Tg = g(∆Λ) acts on f ∈ C(Λ0)
by

Tg(f)(m) =

N∑

ℓ=1

g(λℓ)f̂(ℓ)~vℓ(m) =

N∑

ℓ,n=1

g(λℓ)~vℓ(n)~vℓ(m)f(n).

For any t ∈ R we also have a time scaling T t
g given by

T t
g(f) = g(t∆Λ)(f) = m 7→

N∑

ℓ=1

g(tλℓ)f̂(ℓ)~vℓ(m).
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For each k-graph wavelet operator Tg and each t ∈ R we obtain a family {ψg,t,n}1≤n≤N

of higher-rank graph wavelets: If δn ∈ C(Λ0) is the indicator function at the nth vertex
of Λ,

ψg,t,n := T t
gδn = m 7→

N∑

ℓ=1

g(tλℓ)~vℓ(n)~vℓ(m).

Proposition 6.4. [22, Lemma 5.1] Suppose g : R → R is a wavelet kernel and g(0) = 0.
Then every function f ∈ C(Λ0) can be reconstructed from {ψg,t,n}t,n:

f =
1

Cg

N∑

n=1

∫ ∞

0

〈ψg,t,n, f〉
t

ψg,t,n dt.

Proof. Recall that

〈ψg,t,n, f〉 =
N∑

ℓ=1

ψg,t,n(ℓ)f(ℓ) =
N∑

ℓ,m=1

g(tλm) ~vm(ℓ) ~vm(n)f(ℓ)

since the eigenvectors ~vm are real-valued. Thus,

N∑

n=1

〈ψg,t,n, f〉ψg,t,n(k) =

N∑

j,ℓ,m,n=1

f(ℓ)g(tλm)g(tλj) ~vm(ℓ) ~vm(n)~vj(n)~vj(k) =

N∑

ℓ,m=1

f(ℓ)g(tλm)
2 ~vm(ℓ) ~vm(k)

since the orthonormality of the eigenvectors { ~vm}m implies that

〈 ~vm, ~vj〉 =
∑

n

~vm(n)~vj(n) = δm,j .

It follows that

N∑

n=1

∫ ∞

0

〈ψg,t,n, f〉
t

ψg,t,n(k) dt =

N∑

ℓ,m=1

f(ℓ) ~vm(ℓ) ~vm(k)

∫ ∞

0

g(tλm)
2

t
dt

=
∑

m

f̂(m) ~vm(k)

∫ ∞

0

g(tλm)
2

t
dt =

∑

m

f̂(m) ~vm(k)

∫ ∞

0

g(u)2

u
du

=
∑

m

f̂(m) ~vm(k)Cg.

The symmetry of the Fourier transform implies that f(k) =
∑

m f̂(m) ~vm(k), which finishes
the proof.

Our hypothesis that the wavelet kernel g be well approximated by cxM for some M ∈ N

ensures that the wavelet ψg,t,n is nearly zero on vertices more than M steps away from n. In
other words, the wavelets ψg,t,n are localized near the vertex n. The proof of this result is
identical to that given in [22] for the case k = 1.
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Proposition 6.5. [22, Theorem 5.5] If d(m,n) > M , and if there exists t′ ∈ R such that
|g(M+1)(x)| is uniformly bounded for x ∈ [0, t′λM ], then there exist constants D, t′′ such that
for all t < min{t′, t′′},

ψg,t,n(m)

‖ψg,t,n‖
≤ Dt.

Example 6.6. We now construct spectral k-graph wavelets for the Ledrappier 2-graph of
Example 5.4. Ordering the edges alphabetically, and assigning “color 1” to the blue, solid
edges and “color 2” to the red, dashed edges, we obtain

M1 =




0 1 0 0 0 0 0 −1
0 −1 1 −1 1 0 0 0
0 0 0 0 −1 0 1 0
0 0 −1 1 0 0 −1 1


 M2 =




−1 0 1 0 0 0 0 0
0 0 −1 1 −1 1 0 0
1 0 0 0 1 −1 −1 0
0 0 0 −1 0 0 1 0




Thus,

∆Λ =M1M
T
1 +M2M

T
2 =




2 −1 0 −1
−1 4 −1 −2
0 −1 2 −1
−1 −2 −1 4


+




2 −1 −1 0
−1 4 −2 −1
−1 −2 4 −1
0 −1 −1 2


 =




4 −2 −1 −1
−2 8 −3 −3
−1 −3 6 −2
−1 −3 −2 6


 .

Computing the eigenvalues and eigenvectors (to two decimal places of accuracy), we obtain

λ1 = 0, λ2 = 5.17, λ3 = 10.83, λ4 = 8

and
~v1 = (1, 1, 1, 1), ~v2 = (−0.85, 0.15, 0.35, 0.35),

~v3 = (−.15, 0.85,−0.35,−0.35), ~v4 = (0, 0,−0.71, 0.71).

Then the wavelets ψg,t,n in ℓ2(Λ0) are given by

ψg,t,n(m) =

4∑

ℓ=1

g(tλℓ)~vℓ(n)~vℓ(m).

As in [22], one possible wavelet kernel (with N = 2) is

g(x) :=





x2, 0 ≤ x ≤ 1
−5 + 11x− 6x2 + x3, 1 < x < 2

4x−2, x ≥ 2

Observe that g(x) > 0 ∀ x > 0.
To distinguish these wavelets ψg,t,n from those of Section 6.1, we observe that (for fixed

t ∈ R) each of the four wavelets ψg,t,n is supported on all four vertices of the Ledrappier
2-graph.

43



References

[1] S. Bezuglyi and P. E. T. Jorgensen, Representations of Cuntz-Krieger algebras, dynamics
on Bratteli diagrams, and path-space measures, in “Trends in Harmonic Analysis and Its
Applications”, 57–88, Contemp. Math. 650, Amer. Math. Soc., Providence, RI, 2015.

[2] N. Biggs, Algebraic graph theory, Cambridge Tracts in Mathematics, No. 67. Cambridge
University Press, London, 1974. vii+170 pp.

[3] B. Blackadar, Operator algebras: Theory of C∗-algebras and von Neumann Algebras,
Encyclopedia of Mathematical Sciences, No. 122. Springer-Verlag, Berlin, 2006. xx+517
pp.

[4] O. Bratteli and P. E. T. Jorgensen, A connection between multiresolution wavelet the-
ory of scale N and representations of the Cuntz algebra ON , “Operator algebras and
quantum field theory (Rome, 1996)”, 151–163, Int. Press, Cambridge, MA, 1997.

[5] O. Bratteli and P. E. T. Jorgensen, Isometries, shifts, Cuntz algebras and multiresolution
wavelet analysis of scale N , Integral Equations Operator Theory 28 (1997), 382–443.

[6] O. Bratteli and P. E. T. Jorgensen, Wavelets through a Looking Glass: The World of
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