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MATRIX WEIGHTED POINCARÉ INEQUALITIES

AND APPLICATIONS TO DEGENERATE ELLIPTIC

SYSTEMS

JOSHUA ISRALOWITZ AND KABE MOEN

Abstract. We prove Poincaré and Sobolev inequalities in matrix

Ap weighted spaces. We then use these Poincareé inequalities to

prove existence and regularity results for degenerate systems of

elliptic equations whose degeneracy is governed by a matrix Ap
weight. Such results parallel earlier results by Fabes, Kenig, and

Serapioni for a single degenerate equation governed by a scalar

Ap weight. In addition, we prove Cacciopoli and reverse Hölder

inequalities for weak solutions of the degenerate systems. As a

means to prove the Poincaré inequalities we prove that the Riesz

potential and fractional maximal function operators are bounded

on matrix weighted Lp spaces and go on to develop an entire matrix

Ap,q theory.

1. Introduction

The classic Poincaré inequality

(
1

|Q|

∫

Q

|u(x)− uQ|q dx
)1/q

≤ C|Q| 1d
(

1

|Q|

∫

Q

|∇u(x)|p dx
)1/p

,

holds for all cubes Q in Rd when u is sufficiently smooth, u is sufficiently

smooth, 1 ≤ p < n, and q = dp
d−p

. Such inequalities are vital to

the theory of regularity of weak solutions to PDE. Fabes, Kenig, and

Serapioni [9] studied the degenerate elliptic equation

div (A(x)∇u(x)) =
n∑

α,β=1

∂α(A
β
α(x)∂βu(x)) = −div~f (1.1)
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where A is a positive definite matrix that satisfies

w(x)|ξ|2 ≃ 〈A(x)ξ, ξ〉, ξ ∈ Rn

for some w ∈ A2 and |~f | ∈ L2(Ω, w−1). They proved that weighted

Poincaré inequalities of the form

(
1

w(Q)

∫

Q

|u(x)− uQ|qw(x) dx
)1/q

≤ C|Q| 1d
(

1

w(Q)

∫

Q

|∇u(x)|pw(x) dx
)1/p

(1.2)

hold for some q > p when w ∈ Ap and used the inequalities (1.2) to

prove that weak solutions to (1.1) (under further assumptions on ~f)

are Hölder continuous.

In this paper we will consider the system of degenerate elliptic equa-

tions of the form
d∑

α,β,j=1

∂α(A
αβ
ij (x)∂βuj(x)) = −(divF )i, i = 1, . . . , d, (1.3)

where
n∑

α,β,i,j=1

Aαβij (x)η
i
αη

j
β ≃ ‖W (x)

1
2η‖2, η ∈ Mn(C) (1.4)

for a matrix weight W (x) (a positive definite matrix function with

locally integrable entries) and F ∈ L2(Ω,W−1) (which will be defined

momentarily). To the best of our knowledge, it seems that systems of

elliptic equations whose degeneracies are governed by matrix weights

have never been considered before.

Given a matrix weight W and an exponent p > 0 we define Lp(Ω,W )

to be the collection of all vector valued functions ~f such that

‖~f‖pLp(W,Ω) =

∫

Ω

|W 1
p (x)~f(x)|p dx <∞.

We will also sometimes let Lp(Ω,W ) denote the space of all n × n

matrix functions F whose norm above is finite. When Ω = Rn we will

write Lp(W ).

A natural solution space for weak solutions of 1.3 is the matrix weight

Sobolev space H1,p(Ω,W ) normed by

‖~f‖H1,p(Ω,W ) =

(∫

Ω

|W 1
p (x)~f(x)|p dx

) 1
p

+

(∫

Ω

‖W 1
p (x)D~f(x)‖p dx

) 1
p
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where ‖ · ‖ is the matrix norm, which will be defined as the completion

of C∞(Ω) with respect to the above norm.

A matrix weight belongs to Ap if

[W ]Ap = sup
Q

1

|Q|

∫

Q

(
1

|Q|

∫

Q

‖W 1
p (x)W− 1

p (y)‖p′ dy
) p

p′

dx <∞.

Treil-Volberg [25] showed that the Hilbert transform, defined component-

wise, is bounded on L2(W ) if and only if the matrix weight W be-

longs to A2. Nazarov-Treil and Volberg [19, 26] when d = 1 and the

first author [12] when d > 1 proved upper and lower matrix weighted

Littlewood-Paley Lp bounds when W is a matrix Ap weight. Further-

fore, Goldberg [7] characterized the boundedness of singular integral

operators and the Hardy-Littlewood maximal operator by the matrix

Ap condition.

We are now ready to state our main results. We begin with Sobolev

and Poincaré inequalities in the matrix weighted case.

Theorem 1.1. If 1 < p <∞ and W is a matrix Ap weight, then there

exists ǫ > 0 such that

(
1

|Q|

∫

Q

|W 1
p (x)~f(x)|p+ǫ dx

) 1
p+ǫ

. |Q| 1d
(

1

|Q|

∫

Q

‖W 1
p (x)D~f(x)‖p−ǫ dx

) 1
p−ǫ

for each cube Q and ~f ∈ C1
0(Q).

Theorem 1.2. If 1 < p < ∞, ~f ∈ C1(Q), and W is a matrix Ap

weight, then there exists ǫ > 0 such that

(
1

|Q|

∫

Q

|W 1
p (x)(~f(x)− ~fQ) |p+ǫ dx

) 1
p+ǫ

. |Q| 1d
(

1

|Q|

∫

Q

‖W 1
p (x)D~f(x)‖p−ǫ dx

) 1
p−ǫ

for each cube Q.

As will be apparent from the prove, note that we can in fact replace

the cube Q in Theorem 1.2 with an open ball B so long as we have

that ~f ∈ C1(B).
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It is well known that Poincaré inequalities follow from bounds on the

fractional integral operators

Iαf(x) =

∫

Rd

f(y)

|x− y|d−α dy, 0 < α < d

and their corresponding fractional maximal operators

Mαf(x) = sup
Q∋x

1

|Q|1−α
d

∫

Q

|f(y)| dy, 0 ≤ α < d.

Such operators play a crucial role in the theory of the smoothness of

functions. The fractional integral operator acts as an anti-derivative

and hence it’s boundedness implies the Sobolev embedding theorems.

While our Sobolev and Poincaré inequalities will not follow from matrix

weighted bounds for fractional integral operators, we will nevertheless

be interested in proving such bounds for their own sake.

First let us recall the results in the scalar case. Muckenhoupt and

Wheeden [18] characterized the weights w for which Mα and Iα are

bounded on weighted Lebesgue spaces. In particular, they showed that

if 1 < p < d
α
and q is defined by 1

q
= 1

p
− α

d
, then Iα andMα are bounded

from Lp(w
p
q ) to Lq(w) if and only if w ∈ Ap,q:

[w]Ap,q = sup
Q

(
1

|Q|

∫

Q

w(x) dx

)(
1

|Q|

∫

Q

w(x)−
p′

q dx

) q
p′

<∞.

Lacey et. al. [16], found the sharp uppers bounds on the operator

norms in terms of the constant [w]Ap,q showing that

‖Mα‖
Lp(w

p
q )→Lq(w)

. [w]
(1−α

d
)p

′

q

Ap,q
(1.5)

and

‖Iα‖
Lp(w

p
q )→Lq(w)

. [w]
(1−α

d
)max(1, p

′

q
)

Ap,q
. (1.6)

We aim to study the matrix weighted case of these results. Given a

matrix weight W and a pair of exponents p and q we define the matrix

Ap,q constant as follows

[W ]Ap,q = sup
Q

1

|Q|

∫

Q

(
1

|Q|

∫

Q

‖W 1
q (x)W− 1

q (y)‖p′ dy
) q

p′

dx.

where the supremum is over all cubes contained in Rn. A matrix weight

belongs to Ap,q if [W ]Ap,q < ∞. Moreover, we define the weighted
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fractional maximal function as follows

MW,α
~f(x) = sup

Q∋x

1

|Q|1−α
d

∫

Q

|W 1
q (x)W− 1

q (y)~f(y)| dy

where the supremum is over all cubes that contain x. We will be

concerned with Lp → Lq bounds for Mα,W . Our first result is the

following.

Theorem 1.3. Suppose 0 ≤ α < d, 1 < p < d
α
and q is defined by

1
q
= 1

p
− α

d
. If W ∈ Ap,q then

‖Mα,W‖Lp→Lq . [W ]
p′

q
(1−α

d
)

Ap,q
(1.7)

and this bound is sharp.

Inequality (1.7) is the matrix valued version of (1.5). In fact, the

sharpness of (1.7) follows from the scalar case because a better bound

for the matrix case would imply a better bound for the scalar case. We

remark that the proof is a modification of the arguments found in [7].

For the fractional integral operator we have the following result.

Theorem 1.4. Suppose 0 ≤ α < d, 1 < p < d
α
and q is defined by

1
q
= 1

p
− α

d
. If W ∈ Ap,q then Iα : Lp(W

p
q ) → Lq(W ) and

‖Iα‖
Lp(W

p
q )→Lq(W )

. [W ]
(1−α

d
)p

′

q
+1

Ap,q
(1.8)

We do not believe the bound (1.8) is sharp and other methods will be

needed to find the sharp bound.

Using our Poincaré inequalities we are able to prove regularity results

for weak solutions to (1.3). We begin with the following reverse Hölder

inequality. In the uniformly elliptic case, this result is due to Meyers.

Theorem 1.5. Let W be a matrix A2 weight, let Ω be a domain in Rd,
and let F ∈ L2(Ω,W−1). If A = Aαβij satisfies (1.4) and ~u ∈ H1,2(Ω,W )

is a weak solution to (1.3), then there exists q > 2 such that given

B2r ⊂ Ω we have
(

1

|Br/2|

∫

Br/2

‖W 1
2 (x)D~u(x)‖q dx

) 1
q

.

(
1

|Br|

∫

Br

‖W 1
2 (x)D~u(x)‖2 dx

) q
2

+

(
1

|Br|

∫

Br

‖W− 1
2 (x)F (x)‖q dx

) 1
q

.
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In Section 6 we will also briefly discuss applying some of the simple

ideas in the very recent paper [8] to extend this Meyer reverse Hölder

inequality to solutions of nonhomogenous degenerate p−Laplacian sys-

tems setting with a matrix Ap degeneracy (see the beginning of Section

5 for precise definitions.)

Finally, we end with the last of our main result: a regularity theorem

for weak solutions in dimension two.

Theorem 1.6. Let d = 2 and ~u be a weak solution to (1.3) when

F = 0. Then there exists ǫ > 0 such that for x, y ∈ Ω with |x − y| <
1
2
dist({x, y},Ωc), we have

|~u(x)− ~u(y)| . Cx,y|x− y|ǫ

where

Cx,y =

(
sup

1

|Q|1−ǫ
∫

Q

‖W− 1
2 (ξ)‖2 dξ

) 1
2

where the supremum is over cubes Q ⊂ Ω centered either at x or y,

and having side length smaller than |x− y| .

As with Theorem 1.5, we will also extend 1.6 to solutions of homoge-

nous degenerate p-Laplacian systems setting in the last section. Note

that it would be very interesting to know whether one can use Theorem

1.6 to prove continuity a.e. of weak solutions to (1.3) when F = 0.

In the special case when Aαβij (x) = Bij(x)δαβ for some matrix B, the

system (1.3) becomes

div(B(x)D~u(x)) = −(divF )(x).

Such systems were considered by Iwaniec/Martin [13], Huang [11], and

Stroffolini [24]. Of particular is when B itself is a matrix Ap weight,

and Theorems 1.5 and 1.6 are of independent interest themselves in

this case.

The plan of the paper will be as follows. In Section 2 we will state

some notation that will be used throughout the paper. In Section 3 we

will prove Theorem 1.3 and Theorem 1.4. We will prove the Poincaré

and Sobolev inequalities in Section 4 and prove the existence results in

Section 5. Finally we finish the manuscript with the proof of the local

regularity of weak solutions including the proofs of the Meyers’ reverse

Hölder estimates (Theorem 1.5) and the local regularity in dimension

two (Theorem 1.6) in Section 6.
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2. Preliminaries

We will first need the notion of dyadic grid. Cubes will always be

assumed to have sides parallel to the coordinate axes and we will denote

the side-length of a cube Q as ℓ(Q). A dyadic grid, usually denoted D

will be a collection of cubes that satisfy the following three properties:

(1) If Q ∈ D then ℓ(Q) = 2k for some k ∈ Z.
(2) If Dk = {Q ∈ D : ℓ(Q) = 2k}, then Rd = ⋃Q∈Dk

Q.

(3) If Q,P ∈ D then Q ∩ P is either ∅, Q, or P .

We will use the following well known fact about dyadic grids whose

proof can be found in a recent manuscript by Lerner and Nazarov [17].

Proposition 2.1. Let D t = {2−k([0, 1)d +m + (−1)kt) : k ∈ Z, m ∈
Zd}, then given any cube Q, there exists 1 ≤ t ≤ 2d and Qt ∈ D t such

that Q ⊂ Qt and ℓ(Qt) ≤ 6ℓ(Q).

We now establish the machinery of the matrix weights needed for

the paper. Given a cube Q, let ṼQ, Ṽ
′
Q be a reducing operator (i.e. a

positive definite n× n matrix) where

|ṼQ~e| ≈
(

1

|Q|

∫

Q

|W− 1
q (x)~e|p′ dx

) 1
p′

, |Ṽ ′
Q~e| ≈

(
1

|Q|

∫

Q

|W 1
q (x)~e|q dx

) 1
q

.

In fact we can pick the reducing operators in such a way that

(
1

|Q|

∫

Q

|W− 1
q (x)~e|p′ dx

) 1
p′

≤ |ṼQ~e| ≤
√
n

(
1

|Q|

∫

Q

|W− 1
q (x)~e|p′ dx

) 1
p′

and a similar statement holds for |Ṽ ′
Q~e| (see Proposition 1.2 in [7]).

Using the reducing operators we see that

sup
Q

‖ṼQṼ ′
Q‖q ≈ [W ]Ap,q

= sup
Q

1

|Q|

∫

Q

(
1

|Q|

∫

Q

‖W 1
q (x)W− 1

q (y)‖p′ dy
) q

p′

dx. (2.1)

Let ρ be a norm on Cn and let ρ∗ be the dual norm defined by

ρ∗(~e) = sup
~f∈Cn

∣∣∣
〈
~e, ~f
〉
Cn

∣∣∣

ρ(~f)
.
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By elementary arguments we have that (ρ∗)∗ = ρ for any norm ρ. Also

let

ρq,Q(~e) =

(
1

|Q|

∫

Q

|W 1
q (x)~e|q dx

) 1
q

so that ρq,Q(~e) ≈ |Ṽ ′
Q~e| and by trivial arguments ρ∗q,Q(~e) ≈ |(Ṽ ′

Q)
−1~e|.

3. Bounds for fractional operators

In this section we will prove Theorems 1.3 and 1.4. We begin with

some facts about the matrix Ap,q condition. Throughout this section

we will assume that 0 ≤ α < d and p and q and satisfy the Sobolev

relationship
1

q
=

1

p
− α

d
.

Proposition 3.1. W is an Ap,q weight if and only if the averaging

operators

~f 7→ 1Q

|Q|1−α
d

∫

Q

~f(x) dx

are uniformly bounded from Lp(W
p
q ) to Lq(W ).

Proof. The proof is similar to Proposition 2.1 in [7]. In particular, since

Lp(W
p
q ) is the dual space of Lp

′
(W− p′

q ) under the usual unweighted

pairing

L~g(~f) =
〈
~f,~g
〉
L2(Rd;Cn)

for ~g ∈ Lp(W
p
q ), we have that

sup
‖~f‖

Lp(W
p
q )

=1

∥∥∥∥
1Q

|Q|1−α
d

∫

Q

~f(x) dx

∥∥∥∥
Lq(W )

= sup
‖~f‖

Lp(W
p
q )

=1

|Q|−
1
p′ ρq,Q

(∫

Q

~f dx

)

= sup
‖~f‖

Lp(W
p
q )

=1

sup
~e∈Cn

|Q|−
1
p′

∣∣∣
∫
Q

〈
~f(x), ~e

〉
Cn

dx
∣∣∣

(ρq,Q)∗(~e)

= sup
~e∈Cn

|Q|− 1
p′

‖1Q~e‖
Lp′(W

−
p′
q )

(ρq,Q)∗(~e)

and the last term here being uniformly finite (with respect to all cubes

Q) is easily seen to be equivalent to W being an Ap,q weight. �
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3.1. The fractional maximal operator. Recall that the natural def-

inition of the maximal operator on matrix weighted spaces is given by

MW,α
~f(x) = sup

Q∋x

1

|Q|1−α
d

∫

Q

|W 1
q (x)W− 1

q (y)~f(y)| dy.

We will also need the following auxiliary fractional maximal operator:

M ′
W,α

~f(x) = sup
Q∋x

1

|Q|1−α
d

∫

Q

|Ṽ −1
Q W− 1

q (y)~f(y)| dy.

Corollary 3.2. If MW,α : Lp → Lq boundedly then W is a matrix Ap,q

weight.

Proof. For each cube Q containing x we have
∣∣∣∣
1Q(x)

|Q|1−α
d

∫

Q

W
1
q (x)~f(y) dy

∣∣∣∣ ≤
1Q(x)

|Q|1−α
d

∫

Q

|W 1
q (x)~f(y)| dy

≤MW,α(W
1
q ~f)

so that

sup
Q

∥∥∥∥
1Q

|Q|1−α
d

∫

Q

~f(y) dy

∥∥∥∥
Lq(W )

≤
∥∥∥MW,α(W

1
q ~f)
∥∥∥
Lq

. ‖~f‖
Lp(W

p
q )
.

�

Corollary 3.3. If W is a matrix Ap,q weight then for any unit vector

~e we have that |W 1
q~e|q is a scalar Ap,q weight with Ap,q characteristic

. [W ]Ap,q .

Proof. Let φ be any scalar function and let ~f = φ~e. By Proposition

3.1, we have that

φ 7→ 1Q

|Q|1−α
d

∫

Q

φ(x) dx

are uniformly bounded from the scalar weighted space Lp(|W 1
q~e|p) to

the scalar weighted space Lq(|W 1
q~e|q). But Proposition 3.1 again in

scalar setting then gives us that |W 1
q~e|q is a scalar Ap,q weight with

Ap,q characteristic . [W ]Ap,q . �

Corollary 3.4. W is an Ap,q weight if and only if W− p′

q is an Aq′,p′

weight.
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Proof. By Proposition 3.1 and duality, we have thatW is an Ap,q weight

if and only if the averaging operators

~f 7→ 1Q

|Q|1−α
d

∫

Q

~f(x) dx

are uniformly bounded from Lq
′
(W− q′

q ) to Lp
′
(W− p′

q ). However, triv-

ially we have
1

p′
=

1

q′
− α

d

so another application of Proposition 3.1 tells us that W− p′

q is an Aq′,p′

weight if and only if W is an Ap,q weight. �

Remark. Let r = 1+ q
p′
. Clearly these two corollaries also means that

the Ar characteristic of each |W− 1
q~e|p′ is bounded by [W ]r

′−1
Ap,q

.

Furthermore, it is easy to see that w is a scalar Ap,q weight if and

only if w is a scalar Ar weight. In the matrix case, however, there is

no reason to believe that this is true. In particular, W is a matrix Ar

weight precisely when

sup
Q

1

|Q|

∫

Q

(
1

|Q|

∫

Q

‖W
p′

p′+q (x)W
− p′

p′+q (y)‖ p′+q
q dy

) q
p′

dx <∞

which is unlikely to imply, or be implied by (2.1).

Lemma 3.5. If W is an Ap,q weight then ‖M ′
W,α‖qLp→Lq . [W ]r

′−1
Ap,q

Proof. By the scalar reverse Hölder inequality for A∞ weights and the

above remark, we can pick ǫ ≈ [W ]1−r
′

Ap,q
where

(
1

|Q|

∫

Q

|W− 1
q (x)~e| p−ǫ

p−ǫ−1 dx

) p−ǫ−1
p−ǫ

.

(
1

|Q|

∫

Q

|W− 1
q (x)~e|p′ dx

) 1
p′

.

Let {~ei}ni=1 be any orthonormal basis of Cn and for any fixed y ∈ Rd
let Q be a cube that contains y. Then by Hölder’s inequality we have

that

1

|Q|1−α
d

∫

Q

|Ṽ −1
Q W− 1

q (x)~f(x)| dx

≤ |Q|αd
(

1

|Q|

∫

Q

‖W− 1
q (x)Ṽ −1

Q ‖ p−ǫ
p−ǫ−1 dx

) p−ǫ−1
p−ǫ

(
1

|Q|

∫

Q

|~f(x)|p−ǫ dx
) 1

p−ǫ
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However, by the reverse Hölder inequality, we have

(
1

|Q|

∫

Q

‖W− 1
q (x)Ṽ −1

Q ‖ p−ǫ
p−ǫ−1 dx

) p−ǫ−1
p−ǫ

≈
n∑

i=1

(
1

|Q|

∫

Q

|W− 1
q (x)Ṽ −1

Q ~ei|
p−ǫ

p−ǫ−1 dx

) p−ǫ−1
p−ǫ

.

n∑

i=1

(
1

|Q|

∫

Q

|W− 1
q (x)Ṽ −1

Q ~ei|p
′

dx

) 1
p′

≈
n∑

i=1

‖ṼQṼ −1
Q ‖ . 1.

Thus, if M is the ordinary maximal function then an application of

Hölder’s inequality gives us that

(
1

|Q|1−α
d

∫

Q

|Ṽ −1
Q W− 1

q (x)~f(x)| dx
)q

. |Q| qαd
(

1

|Q|

∫

Q

|~f(x)|p−ǫ dx
) q

p−ǫ

= |Q| qαd
(

1

|Q|

∫

Q

|~f(x)|p−ǫ dx
) q−p

p−ǫ
(

1

|Q|

∫

Q

|~f(x)|p−ǫ dx
) p

p−ǫ

≤ |Q| qαd
(

1

|Q|

∫

Q

|~f(x)|p dx
) q−p

p (
M(|~f |p−ǫ)(y)

) p
p−ǫ

=

(∫

Rd

|~f(x)|p dx
) q−p

p (
M(|~f |p−ǫ)(y)

) p
p−ǫ

since qα
d
− q

p
+ 1 = 0. Thus, the standard Lt bound for M with t > 1

gives us

∫

Rd

(M ′
W,α

~f(y))q dx . ‖~f‖q−pLp ‖M(|~f |p−ǫ)‖
p−ǫ
p

L
p

p−ǫ

. ǫ−1‖~f‖qLp .

�

Lemma 3.6. Let Q be a dyadic cube (in some fixed dyadic lattice) and

NQ(x) = sup
Q⊇R∋x

‖W 1
q (x)ṼR‖
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where the supremum is taken over all dyadic cubes R ⊆ Q containing

x. If W is an Ap,q weight then we can pick δ ≈ [W ]−1
Ap,q

where
∫

Q

(NQ(x))
q+ǫ dx . |Q|[W ]Ap,q

for all 0 ≤ ǫ < δ.

Proof. By an approximation argument in [2] p. 12, we may assume

that the weights are truncated, i.e.,

W,W−1 ≤ kIdn×n.

Our bounds will not depend on k and hence we will be to obtain the

desired result by a limiting argument. As in [7], we will show that

B . [W ]Ap,q if we assume that
∫

Q

(NQ(x))
q+ǫ dx . B|Q|.

Let {Rj} be maximal dyadic subcubes of Q satisfying

‖Ṽ −1
Q ṼRj

‖ > C

for some large C independent of W to be determined. Note that if

x ∈ Q\ ∪j Rj then for any dyadic cube R ⊆ Q containing x we have

‖W 1
q (x)ṼR‖ ≤ ‖W 1

q (x)ṼQ‖‖Ṽ −1
Q ṼR‖

≤ C‖W 1
q (x)ṼQ‖

so that ∫

Q\∪jRj

(NQ(x))
q+ǫ dx ≤ Cq+ǫ

∫

Q

‖W 1
q (x)ṼQ‖q+ǫ dx

≤ Cq
n∑

i=1

∫

Q

|W 1
q (x)ṼQ~ei|q+ǫ dx

≤ Cq[W ]
q+ǫ
q

Ap,q
|Q|

. Cq[W ]Ap,q |Q|
since 0 ≤ ǫ . [W ]−1

Ap,q
. On the other hand,

Cp′
∑

j

|Rj| ≤
∑

j

|Rj|‖Ṽ −1
Q ṼRj

‖p′

.

n∑

i=1

∑

j

∫

Rj

|W− 1
q (x)Ṽ −1

Q ~ei|p
′

dx . |Q|.
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Thus for C large enough independent of W we have
∑

j |Rj| ≤ 1
2
|Q|.

By the definition of the Rj ’s and their maximality we can assume

for each x ∈ Rj that NQ(x) = NRj
(x) since otherwise NQ(x) ≤

C‖W 1
q (x)ṼQ‖. Then we have

∫

∪jRj

(NQ(x))
q+ǫ dx =

∑

j

∫

Rj

(NRj
(x))q+ǫ dx ≤ B

∑

j

|Rj | ≤
1

2
B|Q|.

Finally this implies that there exists C independent of W where B ≤
1
2
B + C[W ]Ap,q which completes the proof.

�

We are now ready to prove Theorem 1.3

Proof of Theorem 1.3. By Proposition 2.1 we may assume that the

supremum defining MW,α is over all cubes from a fixed dyadic grid

D . For each x ∈ Rd let Rx be dyadic cube containing x such that

1

2
(MW,α

~f)(x) ≤ 1

|Rx|1−
α
d

∫

Rx

|W 1
q (x)W− 1

q (y)~f(y)| dy (3.1)

≤ ‖W 1
q (x)ṼRx‖

(
1

|Rx|1−
α
d

∫

Rx

|Ṽ −1
Rx
W− 1

q (y)~f(y)| dy
)
.

For x ∈ Rd pick j ∈ Z where

2j ≤ 1

|Rx|1−
α
d

∫

Rx

|Ṽ −1
Rx
W− 1

q (y)~f(y)| dy < 2j+1 (3.2)

and let Sj be the collection of all cubes R = Rx for all x ∈ Rd that are
maximal with respect to (3.2) (note that Hölder’s inequality implies

that such a maximal cube exists). Then, for every x ∈ Rd we have that
Rx ⊆ S ∈ Sj for some j = jx ∈ Z and S ∈ Sj . Then for such S ∈ Sj
we have

(MW,α
~f)(x) ≤ 2‖W 1

q (x)ṼRx‖
(

1

|Rx|1−
α
d

∫

Rx

|Ṽ −1
Rx
W− 1

q (y)~f(y)| dy
)
.

≤ 2(2j+1)NS(x)

so that finally the previous two lemmas give us that

∫

Rd

|MW,α
~f(x)|q dx .

∑

j∈Z, S∈Sj

2qj
∫

S

(NS(x))
q dx

. [W ]Ap,q

∑

j∈Z

2qj|
⊔

Sj |
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≤ [W ]Ap,q

∑

j∈Z

2qj|{x :M ′
W,α

~f(x) ≥ 2j}|

≈ [W ]Ap,q‖M ′
W,α

~f‖qLq

. [W ]r
′

Ap,q
‖~f‖pLp

which completes the proof. �

We end our discussion of the fractional maximal function on matrix

weighted spaces with an observation that operator M ′
W,α defined over

dyadic cubes is weak type (p, q) for any matrix weight W .

Proposition 3.7. If W is any matrix weight then M ′
W,α is weak (p, q)

Proof. Let λ > 0 and pick maximal dyadic cubes Qj such that

1

|Qj|1−
α
d

∫

Qj

|Ṽ −1
Qj
W− 1

q (y)~f(y)| dy > λ

so that

{x :M ′
W,α

~f(x) > λ} =
⊔

j

Qj.

However, by Hölder’s inequality we have that

∑

j

|Qj| =
∑

j

|Qj|q−q
α
d

|Qj|q−1−q α
d

≤ 1

λq

∑

j

(
1

|Qj|1−
1
q
−α

d

∫

Qj

|Ṽ −1
Qj
W− 1

q (y)~f(y)| dy
)q

≤ 1

λq

∑

j

(
1

|Qj|

∫

Qj

‖Ṽ −1
Qj
W− 1

q (y)‖p′ dy
) q

p′
(∫

Qj

|~f(y)|p dy
) q

p

.
1

λq

(
∑

j

∫

Qj

|~f(y)|p dy
) q

p

≤ 1

λq

(∫

Rd

|~f(y)|p dy
) q

p

since q
p
> 1. �

Unfortunately, it is not clear whether this result can be used to

sharpen any of the results in this paper with respect to the Ap,q char-

acteristic.
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3.2. Fractional integral operators. Let Iα be the Riesz potential

defined by

Iα ~f(x) =

∫

Rd

~f(y)

|x− y|d−α dy.

We begin by approximating Iα by a dyadic operator. Recall

Lemma 3.8. Let D t be collection of dyadic grids from Proposition 2.1

then
∣∣∣
〈
W

1
q IαW

− 1
q ~f,~g

〉∣∣∣

.
∑

t∈{0, 1
3
}d

∑

Q∈Dt

1

|Q|1−α
d

∫

Q

∫

Q

∣∣∣
〈
W− 1

q (y)~f(y),W
1
q (x)~g(x)

〉
Cn

∣∣∣ dx dy

Proof. The proof requires nothing new in the matrix setting: let | · |∞
be the standard L∞ norm on Rd and let Q(x, r) be the ball with center

x ∈ Rd in this norm. Then for each k ∈ Z there exists t ∈ {0, 1
3
}d and

Qt ∈ D t such that Q(x, 2k) ⊂ Qt and

2k+1 = ℓ(Q) ≤ ℓ(Qt) ≤ 6ℓ(Q(x, 2k)) = 12 · 2k.
Thus, we have
∣∣∣
〈
W

1
q IαW

− 1
q ~f,~g

〉∣∣∣

≤
∫

Rd

∑

k∈Z

∫

2k−1≤|x−y|∞<2k

∣∣∣
〈
W− 1

q (y)~f(y),W
1
q (x)~g(x)

〉
Cn

∣∣∣
|x− y|n−α dy dx

.

∫

Rd

∑

k∈Z

∑

t∈{0, 1
3
}d

∑

Q∈Dt

2k−1≤ℓ(Q)<2k

χQ(x)

|Q|1−α
d

∫

Q

∣∣∣
〈
W− 1

q (y)~f(y),W
1
q (x)~g(x)

〉
Cn

∣∣∣ dy

.
∑

t∈{0, 1
3
}d

∑

Q∈Dt

1

|Q|1−α
d

∫

Q

∫

Q

∣∣∣
〈
W− 1

q (y)~f(y),W
1
q (x)~g(x)

〉
Cn

∣∣∣ dx dy.

�

We are now ready to prove Theorem 1.4.

Proof of Theorem 1.4. We will show that

W
1
q IαW

− 1
q : Lp → Lq

which is equivalent to the boundedness

Iα : Lp(W
p
q ) → Lq(W ).
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By Lemma 3.8 is enough to estimate

∣∣∣
〈
W

1
q IαW

− 1
q ~f,~g

〉∣∣∣

.
∑

t∈{0, 1
3
}d

∑

Q∈Dt

1

|Q|1−α
d

∫

Q

∫

Q

∣∣∣
〈
W− 1

q (y)~f(y),W
1
q (x)~g(x)

〉
Cn

∣∣∣ dx dy.

By a standard approximation argument we will assume that ~f and ~g

are bounded functions with compact support. Let D be a fixed dyadic

grid and pick a > 2n+1 to determined later in the argument and let Qk

denote the collection

Q
k = {Q ∈ D : ak <

1

|Q|

∫

Q

|Ṽ −1
Q W− 1

q (y) ~f(y)| dy ≤ ak+1}

and let S k the collection of Q ∈ D that are maximal with respect to

the inequality

1

|Q|

∫

Q

|Ṽ −1
Q W− 1

q (y) ~f(y)| dy > ak.

Finally, set S =
⋃
k S k. Since

∑

Q∈D

1

|Q|1−α
d

∫

Q

∫

Q

∣∣∣
〈
W− 1

q (y)~f(y),W
1
q (x)~g(x)

〉
Cn

∣∣∣ dx dy

≤
∑

Q∈D

|Q|αd
(∫

Q

|Ṽ −1
Q W− 1

q (y)~f(y)| dy
)(

1

|Q|

∫

Q

|ṼQW
1
q (x)~g(x)| dx

)

we can estimate

∑

Q∈D

1

|Q|1−α
d

∫

Q

∫

Q

∣∣∣
〈
W− 1

q (y)~f(y),W
1
q (x)~g(x)

〉
Cn

∣∣∣ dx dy

≤
∑

k

∑

Q∈Qk

|Q|αd
(∫

Q

|Ṽ −1
Q W− 1

q (y)~f(y)| dy
)(

1

|Q|

∫

Q

|ṼQW
1
q (x)~g(x)| dx

)

≤
∑

k

ak+1
∑

Q∈Qk

|Q|αd
∫

Q

|ṼQW
1
q (x)~g(x)| dx

=
∑

k

ak+1
∑

P∈S k

∑

Q∈Qk

Q⊂P

|Q|αd
∫

Q

|ṼQW
1
q (x)~g(x)| dx.
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We now examine the inner most sum:
∑

Q∈Qk

Q⊂P

|Q|αd
∫

Q

|ṼQW
1
q (x)~g(x)| dx

≤
∑

Q∈D

Q⊂P

|Q|αd
∫

Q

|ṼQW
1
q (x)~g(x)| dx

=

∞∑

j=0

∑

Q⊂P
ℓ(Q)=2−jℓ(P )

|Q|αd
∫

Q

|ṼQW
1
q (x)~g(x)| dx

= |P |αd
∞∑

j=0

2−jα
∑

Q⊂P
ℓ(Q)=2−jℓ(P )

∫

Q

|ṼQW
1
q (x)~g(x)| dx

. |P |αd
∫

P

NP (x)|~g(x)| dx

where as before

NP (x) = sup
P⊇Q∋x

‖W 1
q (x)ṼQ‖.

Plugging this back into the original sum gives us

∑

Q∈D

1

|Q|1−α
d

∫

Q

∫

Q

∣∣∣
〈
W− 1

q (y)~f(y),W
1
q (x)~g(x)

〉
Cn

∣∣∣ dx dy

.
∑

k

ak+1
∑

P∈S k

|P |αd
∫

P

NP (x)|~g(x)| dx

≤ a
∑

k

∑

P∈S k

|P |
(

1

|P |1−α
d

∫

P

|Ṽ −1
P W− 1

q (y) ~f(y)| dy
)

×
(

1

|P |

∫

P

NP (x)|~g(x)| dx
)
. (3.3)

However, for any u ∈ P ,

1

|P |

∫

P

NP (x)|~g(x)| dx

.

(
1

|P |

∫

P

(NP (x))
q′−ǫ

q′−ǫ−1 dx

) q′−ǫ−1
q′−ǫ

(
1

|P |

∫

P

|~g(x)|q′−ǫ dy
) 1

q′−ǫ

.
(
M(|~g|q′−ǫ)(u)

) 1
q′−ǫ
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for ǫ > 0 small by Lemma 3.6. We now show that if Q ∈ S and if EQ
is defined by

EQ = Q\
⋃

Q′∈S

Q′ Q

Q′,

then |EQ| ≥ 1
2
|Q|. Pick k such that Q ∈ Sk. By maximality we have

that

EQ = Q\
( ⋃

Q′∈S k+1

Q′ Q

Q′
)
.

Note that if Q ∈ S k and Q̃ is the parent of Q then for any ~e ∈ Cn
we have

|Ṽ −1
Q ~e| ≤ |Ṽ ′

Q~e| . |Ṽ ′

Q̃
~e| ≤ [W ]

1
q

Ap,q
|Ṽ −1

Q̃
~e|.

Thus, there exists C > 0 depending on W where (by maximality)

1

|Q|

∫

Q

|Ṽ −1
Q W− 1

q (y) ~f(y)| dy ≤ C
1

|Q̃|

∫

Q̃

|Ṽ −1

Q̃
W− 1

q (y) ~f(y)| dy ≤ Cak.

(3.4)

We now break up the disjoint collection {Q′ ∈ S k+1 : Q′  Q} into

two disjoint collections via the “stopping time” from Lemma 3.6. In

particular let AQ,k be those cubes Q′ in {Q′ ∈ S k+1s.t. Q′  Q} that

are maximal with respect to the property ‖ṼQ′Ṽ −1
Q ‖ > a′ so that by

the proof of Lemma 3.6 we have that | ∪ AQ,k| ≤ 1
4
|Q| for a′ > 0 large

enough (independent of W ). Therefore, (3.4) implies that

∣∣∣
⋃

Q′∈S k+1

Q′ Q

Q′
∣∣∣ ≤ | ∪ AQ,k|+

1

ak+1

∑

Q′∈S k+1

Q′ Q, Q′*
⋃
AQ,k

∫

Q′

|ṼQ′W
1
q (x) ~f(x)| dx

≤ 1

4
|Q|+ a′

ak+1

∑

Q′∈S k+1

Q′ Q, Q′*
⋃
AQ,k

∫

Q′

|ṼQW
1
q (x) ~f(x)| dx

≤ 1

4
|Q|+ a′

ak+1

∫

Q

|ṼQW
1
q (x) ~f(x)| dx

≤ 1

4
|Q|+ Caka′

ak+1
|Q|

≤ 1

2
|Q|.
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if a = 4a′C ≈ [W ]
1
q

Ap,q
.

Finally we return to our estimate for the sum (3.3). Notice that the

sets {EP}P∈S are disjoint and hence

(3.3) . a
∑

P∈S

∫

EP

M ′
W,α(

~f)(u)(M(|~g|q′−ǫ)(u))
1

q′−ǫ du

. a

∫

Rd

M ′
W,α(

~f)(u)(M(|~g|q′−ǫ)(u))
1

q′−ǫ du

≤ a

(∫

Rd

(M ′
W,α(

~f)(u) )q du

) 1
q
(∫

Rd

(M(|~g|q′−ǫ)(u))
q′

q′−ǫ du

) 1
q′

. a‖~f‖Lp‖~g‖Lq′

by Lemma 3.5.

�

Remark. Combining everything and tracing back the Ap,q dependence,

we obtain that

‖W 1
q IαW

− 1
q ‖Lp→Lq . [W ]

(1−α
d
)p

′

q
+1

Ap,q

which we do not believe to be sharp.

4. Matrix weighted Poincare and Sobolev inequalities

We now prove our matrix weighted Poincaré and Sobolev inequali-

ties. Recall, that in the scalar case the following representation formu-

las hold:

|f(x)− fQ| . I1(|∇f |χQ)(x), x ∈ Q, f ∈ C1(Rd)

and

|f(x)| . I1(|∇f |)(x), f ∈ C1
0 (R

d).

Lemma 4.1. For ~f,~g ∈ C1
0(R

d), we have that

∣∣∣〈W
1
q ~f,~g〉L2

∣∣∣ .
∫

Rd

∫

Rd

∣∣∣
〈
(W

1
q (x)D~f(y))(x− y), ~g(x)

〉
Cn

∣∣∣
|x− y|n dx dy

where D~f(x) is the standard Jacobian matrix of ~f at x.

Proof. Let ~f = (f1, · · · , fn) so by standard arguments

fi(x) = − 1

dωd

∫

Rd

〈∇fi(y), (x− y)〉Rd

|x− y|d dy
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where ωd is the volume of the unit ball in Rd. Thus, by elementary

matrix manipulations and the definition of D~f we have that

W
1
q (x)~f(x) = − 1

dωd

∫

Rd

(W
1
q (x)D~f(y))(x− y)

|x− y|d dy

which implies the lemma. �

With the help of Lemma 4.1, the proof of the following is very similar

to the proof Theorem 1.4, and therefore we will only sketch the details.

Theorem 4.2. If W is a matrix Ap,q weight where

1

q
=

1

p
− 1

d

then

‖W 1
q ~f‖Lq . ‖W 1

qD~f‖Lp

for Schwartz functions ~f and ~g.

Proof. The arguments in Lemma 3.8 and Lemma 4.1 give us that
∣∣∣〈W

1
q ~f,~g〉L2

∣∣∣

.

∫

Rd

∑

k∈Z

∑

t

∑

Q∈Dt

2k−1≤ℓ(Q)<2k

χQ(x)

∫

Q

∣∣∣
〈
(W

1
q (x)D~f(y))(x− y), ~g(x)

〉
Cn

∣∣∣
|x− y|d dy dx

.
∑

t

∑

Q∈Dt

1

|Q|

∫

Q

∫

Q

∣∣∣
〈
(W

1
q (x)D~f(y))(x− y), ~g(x)

〉
Cn

∣∣∣ dy dx

.
∑

t

∑

Q∈Dt

1

|Q|1− 1
d

∫

Q

∫

Q

‖Ṽ −1
Q W− 1

q (y)(W
1
q (y)D~f(y))‖|ṼQW

1
q (x)~g(x)| dy dx.

Repeating the stopping time arguments from the proof of Theorem

1.4 to estimate the last term, we get that
∣∣∣〈W

1
q ~f,~g〉L2

∣∣∣ . ‖W 1
qD~f‖Lp‖~g‖Lq′ .

�

As for local Poincaré/Sobolev inequalities with gains, let VQ, V
′
Q be

the Ap reducing operators:

|VQ~e| ≈
(

1

|Q|

∫

Q

|W− 1
p (x)~e|p′ dx

) 1
p′

, |V ′
Q~e| ≈

(
1

|Q|

∫

Q

|W 1
p (x)~e|p dx

) 1
p

.
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Furthermore, for this section, we let

M ′
W,1

~f(x) = sup
Q∋x
Q∈D

1

|Q|1− 1
d

∫

Q

|(VQ)−1W− 1
p (y)~f(y)| dy.

Lemma 4.3. For any P ⊆ Q and ~e ∈ Cn we have that

|(VQ)−1~e| .
( |Q|
|P |

) 1
p′

|(VP )−1~e|

Proof. We have

|VQ~e| ≈
1

|Q| 1
p′

(∫

Q

|W− 1
p (y)~e|p′ dy

) 1
p

≥
(

1

|Q|

) 1
p′
(∫

P

|W− 1
p (y)~e|p′ dy

) 1
p′

≈
( |P |
|Q|

) 1
p′

|VP~e|

which implies that

‖(VQ)−1VP‖ = ‖VP (VQ)−1‖ .

( |Q|
|P |

) 1
p′

.

�

Our next result is a of matrix version of Lemma 1.1 in [9], for the

fractional matrix weighted maximal function M ′
W,α.

Lemma 4.4. Let W be a matrix Ap weight, let p ≤ d,and let 1 ≤ k <
d
d−p

(where k ≥ 1 can be chosen arbitrarily if p = d). Then there exists

q∗ < p where
(

1

|Q|

∫

Q

(M ′
W,1

~f(x))kq
∗

dx

) 1
kq∗

. |Q| 1d
(

1

|Q|

∫

Q

|~f(x)|q∗ dx
) 1

q∗

for all ~f supported on Q and all q∗ > q.

Proof. The proof is similar to the proof of Lemma 1.1 in [9]. If P ⊆ Q

then the previous lemma gives us that there exists C > 0 independent

of ~f (and in fact independent of W ) where

1

|Q|1− 1
d

∫

Q

|(VQ)−1W− 1
p (y)~f(y)| dy
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≤ C

( |Q|
|P |

) 1
p′ 1

|Q|1− 1
d

∫

P

|(VP )−1W− 1
p (y)~f(y)| dy

= C

( |Q|
|P |

) 1
p′
−1+ 1

d 1

|I|1− 1
d

∫

P

|(VP )−1W− 1
p (y)~f(y)| dy

≤ C
1

|P |1− 1
d

∫

P

|(VP )−1W− 1
p (y)~f(y)| dy

since ~f is supported on P and 1
d
− 1 + 1

p′
≤ 0 by assumption.

Now for P ∈ D , let λ > 0, and let

Eλ = {x ∈ P :M ′
W,1

~f(x) > λ}.

Let {Pj} be the maximal dyadic subintervals of P such that

1

|Pj|1−
1
d

∫

Pj

|(VPj
)−1W− 1

p (y)~f(y)| dy > λ

C

where C is above. Then by maximality we have Eλ ⊂
⊔
j Pj.

Pick q < p such that

sup
J∈D

1

|J |

∫

J

‖(VJ)−1W− 1
p (y)‖q′ dy <∞

and 1 ≤ k ≤ d
d−q

. We then have by Hölder’s inequality that

|Eλ| ≤
∑

j

|Pj|

.
1

λkq

∑

j

1

|Pj|kq−
kq
d
−1

(∫

Pj

|(VPj
)−1W− 1

p (y)~f(y)| dy
)kq

.
1

λkq

∑

j

|Pj|1+
kq
d
−k

(∫

Pj

|~f(y)|q dy
)k

However, 1 + kq
d
− k ≥ 0 iff k ≤ d

d−q
. Thus, since

⊔
j Pj ⊂ P and k ≥ 1

we have

|Eλ|
1
kq ≤ C ′

λ
|P | 1

kq
+ 1

d
− 1

q ‖~f‖Lq(P )

which means that M ′
W,1 is bounded from Lq(P, dx

|P |
) into Lqk,∞(P, dx

|P |
)

with

‖M ′
W,1

~f‖Lqk,∞(P, dx
|P |

) . |P | 1d‖~f‖Lq(P, dx
|P |

).
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A similar argument shows that M ′
W,1 is bounded from Lp̃(P, dx

|P |
) into

weak-Lp̃k(P, dx
|P |

) with

‖M ′
W,1

~f‖Lp̃k,∞(P, dx
|P |

) . |P | 1d‖~f‖Lp̃(P, dx
|P |

).

for all p̃ > p. A straight forward application of the Marcinkiewicz

interpolation theorem now completes the proof.

�

Before we state and prove our local matrix weighted Poincare and

Sobolev inequalities, we need to two remarks.

Remark. First, note that the proof of Theorem 4.4 is exactly the same

if ~f is replaced by an Mn(C) valued function F , where here

M ′
W,1F (x) = sup

Q∋x
Q∈D

1

|Q|1− 1
d

∫

Q

‖(VQ)−1W− 1
p (y)F (y)‖ dy.

Remark. Second, note that W is a matrix Ap weight if and only if

W̃ := W− p′

p is a matrix Ap′ weight. Furthermore, it is easy to see that

we can take VQ(W̃ ) = V ′
Q(W ) and V ′

Q(W ) = VQ(W̃ ). Thus, if

M ′′
W,1

~f(x) = sup
Q∋x
Q∈D

1

|Q|1− 1
d

∫

Q

|VQW
1
p (y)~f(y)| dy

then since the matrix Ap condition gives us that

sup
Q∋x
Q∈D

1

|Q|1− 1
d

∫

Q

|VQW
1
p (y)~f(y)| dy

. sup
Q∋x
Q∈D

1

|Q|1− 1
d

∫

Q

|(V ′
Q)

−1W
1
p (y)~f(y)| dy,

an application of Lemma 4.4 immediately gives us the following.

Lemma 4.5. Let W be a matrix Ap weight, let p
′ ≤ d,and let 1 ≤ k <

d
d−p′

(where k ≥ 1 can be chosen arbitrarily if p = d). Then there exists

q < p′ where

(
1

|Q|

∫

Q

(M ′′
W,1

~f(x))kq
∗

dx

) 1
kq∗

. |Q| 1d
(

1

|Q|

∫

Q

|~f(x)|q∗ dx
) 1

q∗

for all ~f supported on Q and all q∗ > q.
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Moreover, if

N ′
Q(x) = sup

Q⊇R∋x
‖W− 1

p (x)V −1
R ‖

then since

sup
Q⊇R∋x

‖W− 1
p (x)V −1

R ‖ . sup
Q⊇R∋x

‖W− 1
p (x)V ′

R‖,

Lemma 3.6 immediately says that there exists ǫ > 0 where

sup
Q∈D

1

|Q|

∫

Q

(N ′
Q(x))

p′+ǫ dx <∞. (4.1)

We are now ready to prove our matrix weighted Poincaré and Sobolev

inequalities with gains. Recall the statement of Theorem 1.1 that if

W ∈ Ap then there exists ǫ > 0 such that

(
1

|Q|

∫

Q

|W 1
p (x)~f(x)|p+ǫ dx

) 1
p+ǫ

. |Q| 1d
(

1

|Q|

∫

Q

|W 1
p (x)D~f(x)|p−ǫ dx

) 1
p−ǫ

Proof of Theorem 1.1. Pick q̃ > p (to be determined momentarily). Let

~g ∈ Lq̃
′
, and assume ~f and ~g are supported on Q. By the arguments

in the previous theorem we have that
∣∣∣〈W

1
p ~f,~g〉L2

∣∣∣

.
∑

t∈{0,1/3}d

∑

I∈Dt

1

|I|

∫

I

∫

I

∣∣∣
〈
(W

1
p (x)D~f(y))(x− y), ~g(x)

〉
Cn

∣∣∣ dy dx

.
∑

t∈{0,1/3}d

∑

I∈Dt

1

|I|1− 1
d

∫

I

∫

I

‖V −1
I W− 1

p (y)(W
1
p (y)D~f(y))‖|VIW

1
p (x)~g(x)| dx dy.

Now fix a dyadic grid D . Assume that Q ∈ D , so in this case we can

assume that I ∈ D(Q) since

∑

I∈D
I⊇Q

1

|I|

∫

I

∫

I

∣∣∣
〈
(W

1
p (x)D~f(y))(x− y), ~g(x)

〉
Cn

∣∣∣ dy dx

.
1

|Q|

∫

Q

∫

Q

∣∣∣
〈
(W

1
p (x)D~f(y))(x− y), ~g(x)

〉
Cn

∣∣∣ dy dx

.
1

|Q|1− 1
d

∫

Q

‖V −1
Q W− 1

p (y)(W
1
p (y)D~f(y))‖|VQW

1
p (x)~g(x)| dx dy

which will be easily estimated later in the proof.
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We now have to modify the stopping time argument in the proof of

Theorem 1.4. Let F (y) = W
1
p (y)D~f(y). As before let a > 0 be large,

let Qk denote the collection

Q
k = {P ∈ D : ak <

1

|P |

∫

P

‖V −1
P W− 1

p (y)F (y)‖ dy ≤ ak+1},

and let S k be the collection of P ∈ D that are maximal with respect

to the inequality

1

|P |

∫

P

‖V −1
P W− 1

p (y)F (y)‖ dy > ak.

Set S =
⋃
k S k and note that S k ∩ S k′ = ∅ if k 6= k′ by maximality

if a is large enough (see (3.4) in the proof of Theorem 1.4).

Thus, we need to estimate

∑

I∈D(Q)

1

|I|1− 1
d

∫

I

∫

I

‖V −1
I W− 1

p (y)F (y)‖|VIW
1
p (x)~g(x)| dx dy

=
∑

k

∑

I∈Qk∩D(Q)

1

|I|1− 1
d

∫

I

∫

I

‖V −1
I W− 1

p (y)F (y)‖|VIW
1
p (x)~g(x)| dx dy

≤
∑

k

ak+1
∑

I∈Qk∩D(Q)

|I| 1d
∫

I

|VIW
1
p (x)~g(x)| dx

≤
∑

k

ak+1
∑

P∈S k

∑

I∈D(P )∩D(Q)

|I| 1d
∫

I

|VIW
1
p (x)~g(x)| dx. (4.2)

We now break up (4.2) into two sums corresponding to P ⊆ Q and

P ⊃ Q. In the later case, note that

∑

I∈D(Q)∩D(P )

|I| 1d
∫

I

|VIW
1
p (x)~g(x)| dx

=
∑

I∈D(Q)

|I| 1d
∫

I

|VIW
1
p (x)~g(x)| dx

=
∞∑

j=0

∑

I⊂Q
ℓ(I)=2−jℓ(Q)

|I| 1d
∫

I

|VIW
1
p (x)~g(x)| dx
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= |Q| 1d
∞∑

j=0

2−j
∑

I⊂Q
ℓ(I)=2−jℓ(Q)

∫

I

|VIW
1
p (x)~g(x)| dx

. |Q| 1d
∫

Q

NQ(x)|~g(x)| dx

where as before

NQ(x) = sup
Q⊇I∋x

‖W 1
p (x)VI‖.

Thus,

∑

k

ak+1
∑

P∈S k

P⊃Q

∑

I∈D(P )∩D(Q)

|I| 1d
∫

I

|VIW
1
p (x)~g(x)| dx

.
∑

k

ak+1
∑

P∈S k

P⊃Q

|Q| 1d
∫

Q

NQ(x)|~g(x)| dx

≤
∑

k

∑

P∈S k

P⊃Q

|Q| 1d
(

1

|P |

∫

P

‖V −1
P W− 1

p (y)F (y)‖ dy
)(∫

Q

NQ(x)|~g(x)| dx
)

.
∑

k

∑

P∈S k

P⊃Q

|Q| 1d
( |P |
|Q|

) 1
p′
(

1

|P |

∫

Q

‖V −1
Q W− 1

p (y)F (y)‖ dy
)

×
(∫

Q

NQ(x)|~g(x)| dx
)

.
∑

k

∑

P∈S k

P⊃Q

|Q| 1d
( |P |
|Q|

) 1
p′
−1(∫

Q

‖V −1
Q W− 1

p (y)F (y)‖ dy
)

×
(

1

|Q|

∫

Q

NQ(x)|~g(x)| dx
)

. |Q|
(

1

|Q|1− 1
d

∫

Q

‖V −1
Q W− 1

p (y)F (y)‖ dy
)(

1

|Q|

∫

Q

NQ(x)|~g(x)| dx
)

(4.3)

by Lemma 4.3 and using the fact that S k ∩ S k′ = ∅ if k 6= k′.
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Note that for q̃ > p close enough to p and ǫ > 0 small enough, we

have

sup
P∈D

1

|P |

∫

P

(NP (x))
q̃+ǫ dx <∞

(which is possible by Lemma 3.6). Then we have by Hölder’s inequality

1

|Q|

∫

Q

NQ(x)|~g(x)| dx ≤
(

1

|Q|

∫

Q

(NQ(x))
q̃+ǫ dx

) 1
q̃+ǫ
(

1

|Q|

∫

Q

|~g(x)| q̃+ǫ
q̃+ǫ−1 dx

) q̃+ǫ−1
q̃+ǫ

. inf
u∈Q

(
M(|~g| q̃+ǫ

q̃+ǫ−1 )(u)
) q̃+ǫ−1

q̃+ǫ
.

Thus,

(4.3) . |Q| 1d
∫

Q

(M ′
W,1F )(u)

(
M(|~g|

q̃+ǫ
q̃+ǫ−1 )(u)

) q̃+ǫ−1
q̃+ǫ

du.

On the other hand, if P ⊆ Q in (4.2) then we estimate

∑

k

ak+1
∑

P∈S k

P⊆Q

∑

I∈D(P )

|I| 1d
∫

I

|VIW
1
p (x)~g(x)| dx

.
∑

k

ak+1
∑

P∈S k

P⊆Q

|P | 1d
∫

P

NP (x)|~g(x)| dx

.
∑

k

∑

P∈S k

P⊆Q

|P |
(

1

|P |1− 1
d

∫

P

‖V −1
P W− 1

p (y)F (y)‖ dy
)(

1

|P |

∫

P

NP (x)|~g(x)| dx
)

.
∑

k

∑

P∈S k

P⊆Q

|EP |
(

1

|P |1− 1
d

∫

P

‖V −1
P W− 1

p (y)F (y)‖ dy
)(

1

|P |

∫

P

NP (x)|~g(x)| dx
)

.

∫

Q

(M ′
W,1F )(u)

(
M(|~g|

q̃+ǫ
q̃+ǫ−1 )(u)

) q̃+ǫ−1
q̃+ǫ

du

by the sparseness of the family {EP}. Thus, we have (plugging back

in for F )

∣∣∣〈W
1
p ~f,~g〉L2

∣∣∣ .
∫

Q

(
M ′

W,1(W
1
pD~f)(u)

)(
M(|~g| q̃+ǫ

q̃+ǫ−1 )(u)
) q̃+ǫ−1

q̃+ǫ
du.
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But then another application of Hölder’s inequality gives us that
∣∣∣〈W

1
p ~f,~g〉L2

∣∣∣ . ‖M ′
W,1(W

1
pD~f)‖Lq̃(Q)

∥∥∥∥
(
M(|~g| q̃+ǫ

q̃+ǫ−1 )
) q̃+ǫ−1

q̃+ǫ

∥∥∥∥
Lq̃′ (Q)

. ‖M ′
W,1(W

1
pD~f)‖Lq̃(Q)‖~g‖Lq̃′ (Q).

Finally, by Lemma 4.4, we can pick 1 < k < d
d−p

and q∗ < p such

that q̃ := kq∗ > p is enough close to p and
(

1

|Q|

∫

Q

(M ′
W,1(W

1
pD~f)(x))q̃ dx

) 1
q̃

. |Q| 1d
(

1

|Q|

∫

Q

‖(W 1
pD~f)(x)‖q∗ dx

) 1
q∗

so we have∣∣∣〈W
1
p ~f,~g〉L2

∣∣∣ . ‖M ′
W,1(W

1
pD~f)‖Lq̃(Q)‖~g‖Lq̃′ (Q)

= |Q| 1q̃ ‖M ′
W,1(W

1
pD~f)‖Lq̃(Q, dx

|Q|
)‖~g‖Lq̃′ (Q)

. |Q| 1d+ 1
q̃
− 1

q∗ ‖W 1
pD~f‖Lq∗ (Q)‖~g‖Lq̃′ (Q).

which completes the proof when p ≤ d if Q ∈ D .

If Q 6∈ D , then we can obviously pick disjoint cubes Qj ∈ D for

j = 1, . . . , 2d with ℓ(Q) ≤ ℓ(Qj) < 2ℓ(Q) and Q ⊆ ⊔jQj . Writing
~fj = χQj

~f and defining ~gj similarly, we then obviously have

∑

I∈D

1

|I|

∫

I

∫

I

∣∣∣
〈
(W

1
p (x)D~f(y))(x− y), ~g(x)

〉
Cn

∣∣∣ dy dx

≤
2d∑

i,j=1

∑

I∈D

1

|I|

∫

I

∫

I

∣∣∣
〈
(W

1
p (x)D~fi(y))(x− y), ~gj(x)

〉
Cn

∣∣∣ dy dx.

If i 6= j then obviously
∑

I∈D

1

|I|

∫

I

∫

I

∣∣∣
〈
(W

1
p (x)D~fi(y))(x− y), ~gj(x)

〉
Cn

∣∣∣ dy dx

=
∑

I∈D
I⊇Qi∪Qj

1

|I|

∫

Qi

∫

Qj

∣∣∣
〈
(W

1
p (x)D~fi(y))(x− y), ~gj(x)

〉
Cn

∣∣∣ dy dx

.
1

|Q|

∫

Q

∫

Q

∣∣∣
〈
(W

1
p (x)D~f(y))(x− y), ~g(x)

〉
Cn

∣∣∣ dy dx

which can easily be estimated as above. Finally if i = j then this

reduces to the proof above when ~f and ~g are supported on the same

dyadic cube in D , which completes the proof when p ≤ d.
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Now if p > d then clearly p′ < d
d−1

≤ d since d ≥ 2. Letting again

F (y) = W
1
p (y)D~f(y), then as before, we have

∣∣∣〈W
1
p ~f,~g〉L2

∣∣∣ .
∑

t∈{0,1/3}d

∑

I∈Dt

1

|I|

∫

I

∫

I

∣∣∣
〈
(W

1
p (x)D~f(y))(x− y), ~g(x)

〉
Cn

∣∣∣ dy dx.

Arguing as before, we fix t ∈ {0, 1/3}d and set D = D t, assume that

Q ∈ D , and assume that I ∈ D(Q). Thus we need to estimate

∑

I∈D(Q)

1

|I|1− 1
d

∫

I

∫

I

‖V −1
I W− 1

p (y)F (y)‖ |VIW
1
p (x)~g(x)| dy dx.

Now for a > 0 large enough, let S k be the collection of dyadic cubes

that are maximal with respect to the inequality

1

|P |

∫

P

|VPW
1
p (x)~g(x)| dx > ak

and set S =
⋃
k S k.

Pick some q∗ < p < q̃ close to p and assume that ~g ∈ Lq̃
′
(Q).

Arguing as before (or just replacing the roles of F and ~g, and using the

fact that W̃ =W− p′

p is a matrix Ap′ weight with VI(W̃ ) = V ′
Q(W ) and

V ′
Q(W ) = VQ(W̃ ))) , we have by (4.1)

∣∣∣〈W
1
p ~f,~g〉L2

∣∣∣ .
∫

Q

M ′′
W,1~g(u)

(
M(‖F‖

(q∗)′+ǫ

(q∗)′+ǫ−1 )(u)

) (q∗)′+ǫ−1

(q∗)′+ǫ

du

for q∗ close enough to p.

Another application of Hölder’s inequality again gives us that

∣∣∣〈W
1
p ~f,~g〉L2

∣∣∣ . ‖M ′′
W,1~g‖L(q∗)′(Q)

∥∥∥∥∥∥

(
M(‖F‖

(q∗)′+ǫ

(q∗)′+ǫ−1 )

) (q∗)′+ǫ−1

(q∗)′+ǫ

∥∥∥∥∥∥
Lq∗ (Q)

. ‖M ′′
W,1~g‖L(q∗)′(Q)‖F‖Lq∗(Q)

= |Q|
1

(q∗)′ ‖M ′′
W,1~g‖L(q∗)′(Q, dx

|Q|
)‖F‖Lq∗(Q)

. |Q|
1
d
+ 1

(q∗)′
− 1

q̃′ ‖~g‖Lq̃′ (Q)‖W
1
pD~f‖Lq∗ (Q)

= |Q| 1d− 1
q∗

+ 1
q̃ ‖~g‖Lq̃′ (Q)‖W

1
pD~f‖Lq∗(Q)

by Lemma 4.5 (for q∗ and q̃ close enough to p.)

�
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Finally we end this section with the proof of Theorem 1.2.

Proof of Theorem 1.2. Without loss of generality, assume ~f and ~g are

supported on Q. Then again by standard arguments, we have for x ∈ Q

that

fi(x)− (fi)Q = − 1

|Q|

∫

Q

∫ |x−y|

0

〈
∇fi(x+ r(y−x)

|y−x|
), (x− y)

〉
Rd

|x− y| dr dy

(4.4)

so that

|〈W 1
p (x)(~f(x)− ~fQ), ~g(x)〉Cn|

≤ 1

|Q|

∫

Q

∫ |x−y|

0

|〈W 1
p (x)(D~f(x+ r(y−x)

|x−y|
))(x− y), ~g(x)〉Cn |

|y − x|d dr dy

By again standard arguments (see [14] p. 226 for example), we there-

fore have

|W 1
p (x)(~f(x)− ~fQ)|χQ(x) .

∫

Q

|〈W 1
p (x)(D~f(y))(x− y), ~g(y)〉Cn|

|x− y|d dy.

The proof is now the same as the proof of the previous theorem.

�

Note that if ~f ∈ C1(B) for an open ball B then (4.4) holds with

Q replaced by B, so in this case if Q is a cube containing B with

comparable side length, then

|W 1
p (x)(~f(x)−~fB)|χB(x) .

∫

Q

|〈W 1
p (x)(χB(y)D~f(y))(x− y), ~g(y)〉Cn|

|x− y|d dy

so arguing as we did before immediately proves Theorem 1.2 for open

balls.

5. Existence of degenerate elliptic systems

For our existence results we will consider general nonlinear elliptic

equations whose degeneracy is governed by a matrix Ap weight. Con-

sider a mapping A : Rn × Mn(C) → Mn(C) such that x 7→ A(x, η)

is measurable for all η ∈ Mn(C) and η 7→ A(x, η) is continuous for

almost all x ∈ Rn. Note that this makes the mapping x 7→ A(x, η(x))

a measurable mapping whenever η(x) is a measurable matrix valued

function. We will assume that 1 < p <∞ and A satisfies
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(i) 〈A(x, η), η〉tr ≥ c‖W 1/p(x)η‖p, η ∈ Mn(C)
(ii) |〈A(x, η), ν〉tr| ≤ C‖W 1/p(x)η‖p−1‖W 1/pν‖, η, ν ∈ Mn(C)
(iii) 〈A(x, η)−A(x, ν), η − ν〉tr ≥ 0, η, ν ∈ Mn(C).
where 〈 · , · 〉tr is the Frobenius inner product defined by

〈A,B〉tr = tr(B∗A) =

n∑

j=1

n∑

k=1

AjkBkj.

A typical example of a non-linear operator A (and one that will be

discussed more in the last section) is given by the degenerate system

of p-Laplace operators

A(x, η) = 〈ηG(x), η〉
p−2
2

tr ηG(x).

Such degenerate systems arise from minimizing the energy functional

E(~g) =
∫

Ω

〈D~g(x)G(x), D~g(x)〉
p
2
tr dx.

Such systems also arise naturally in the theory mappings of finite dis-

tortion [13, Chapter 15].

In the rest of the paper we will be concerned with the following

system of equations in a domain Ω:

DivA(x,D~u(x)) = −(DivF )(x), (5.1)

where ~u : Rn → Cn and DivF (x) = (divF 1(x), . . . , divF n(x)) and F i

are the row vectors of F (x). We will focus on weak solutions to (5.1):
∫

Ω

〈A(x,D~u(x)), D~ϕ(x)〉tr dx = −
∫

Ω

〈
F (x), D~φ(x)

〉
tr
dx (5.2)

for any ~ϕ ∈ C∞
c (Ω). As mentioned in the introduction, a natural

domain for these types of systems of equations is given by the ma-

trix weighted Sobolev space H1,p(Ω,W ) defined as the completion of

{~u ∈ C∞(Ω) : ~u,D~u ∈ Lp(Ω,W )} with respect to the norm:

‖~u‖H1,p(Ω,W ) =

(∫

Ω

|W 1
p (x)~u(x)|p dx+

∫

Ω

‖W 1
p (x)D~u(x)‖p dx

) 1
p

.

Moreover, the space H1,p
0 (Ω,W ) is the completion of C∞

0 (Ω) in the norm

‖·‖H1,p(Ω,W ).While we do not need it, it should be noted that the exact

same arguments that are in [6], Sections 1-5 prove that

H1,p(Ω,W ) = {~u ∈ W1,1
loc

: ~u,D~u ∈ Lp(Ω,W )}.
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As is customary we will only prove the existence of weak solutions when

F = 0.

Theorem 5.1. Suppose that W ∈ Ap and A satisfies (i), (ii), and (iii)

above. If ~h ∈ H1,p(Ω,W ), then the system

DivA(x,D~u) = 0

has a weak solution such that ~u−~h ∈ H1,p
0 (Ω,W ).

We will follow Kinderlehrer and Stampacchia [15]. Let X be a re-

flexive Banach space will dual space X∗. If K is a convex subset of X

then a mapping A : K → X ′ is said to be monotone if

〈Au− Av, u− v〉 ≥ 0, u, v ∈ K

and is coercive on K if there exists ϕ ∈ K such that

〈Auj − ϕ, uj − ϕ〉
‖uj − ϕ‖ → ∞ (5.3)

whenever {uj} is a sequence in K with ‖uj‖ → ∞. The following

proposition is in Kinderlehrer and Stampacchia [15, p. 87].

Proposition 5.2. Let K 6= ∅ be a closed convex subset of a reflexive

Banach space X and A : K → X∗ be monotone, coercive, and weakly

continuous on K. Then there exists u ∈ K such that

〈Au, g − u〉 ≥ 0, ∀g ∈ K.

Proof of Theorem 5.1. Let X = Lp(Ω,Rn×n,W ) be the space of n× n

matrix valued functions F : Rn → Rn×n such that

‖F‖pLp(W ) =

∫

Ω

‖W 1/p(x)F (x)‖p dx <∞,

with dual space X∗ = Lp
′
(Ω,Rn×n,W−p′/p) under the usual pairing

〈F,G〉 =
∫

Ω

〈F,G〉tr dx.

For ~ψ ∈ H1,p(Ω,W ) define

U~ψ = {~u ∈ H1,p(Ω,W ) : ~u− ~ψ ∈ H1,p
0 (Ω,W )}

and

K = {D~u : ~u ∈ Uψ}.
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Then K is a nonempty convex subset of X . To see that K is closed

suppose that D~vk → V in X . Since W ∈ Ap, by the Sobolev inequality

we have that
∫

Ω

|W 1
p (x)(~vk − ~ψ)|p dx .

∫

Ω

‖W 1
p (x)(D~vk −D~ψ)‖p dx ≤ C.

Since Uψ is a closed convex subset of H1,p(Ω,W ) there exists a subse-

quence {~vkj} and function ~v ∈ Uψ such that ~vkj → ~v in H1,p(Ω,W ). In

particular V = D~v ∈ K and hence K is closed.

For F,G ∈ X define

〈AF,G〉 =
∫

Ω

〈A(x, F (x)), G(x)〉tr dx.

Notice by assumption (ii) on A we have that

|〈AF,G〉| ≤ ‖F‖p−1
Lp(W )‖G‖Lp(W )

so that A : X → X∗. From assumption (iii) on A we have that A

is monotone. Thus we need to check that A is coercive, i.e. satisfies

condition (5.3). Suppose Uk = D~uk ∈ K satisfies ‖Uk‖Lp(W ) → ∞.

Then, given V = D~v ∈ K we have ‖Uk − V ‖Lp(W ) → ∞ as well. Fix

V = D~v ∈ K and use assumption (i) on A to get

〈AUk − AV, Uk − V 〉 =
∫

Ω

〈A(x, Uk)−A(x, V ), Uk − V 〉tr dx

=

∫

Ω

〈A(x, Uk), Uk〉tr dx+
∫

Ω

〈A(x, V ), V 〉tr dx

−
∫

Ω

〈A(x, Uk), V 〉tr dx−
∫

Ω

〈A(x, V ), Uk〉tr dx

≥ c(‖Uk‖pLp(W ) + ‖V ‖pLp(W ))

− C(‖Uk‖p−1
Lp(W )‖V ‖Lp(W ) + ‖Uk‖Lp(W )‖V ‖p−1

Lp(W ))

≥ c2−p‖Uk − V ‖pLp(W )

− C21−p[‖V ‖Lp(W )(‖V ‖p−1
Lp(W ) + ‖Uk − V ‖p−1

Lp(W ))

− C(‖V ‖p−1
Lp(W )(‖V ‖Lp(W ) + ‖Uk − V ‖Lp(W ))

which obviously means that

〈AUk − AV, Uk − V 〉
‖Uk − V ‖Lp(W )

→ ∞
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as ‖Uk‖Lp(W ) → ∞ so that A is coercive. Finally, the weak continuity

follows from the continuity of η 7→ A(x, η). By Proposition 5.2 there

exists U = D~u ∈ K such that

〈AU,G− U〉 ≥ 0, ∀G ∈ K.

If ~ϕ ∈ Cc(Ω,Rn), then ~u− ~ϕ and ~u+ ~ϕ belong to U~ψ and hence

∫

Ω

〈A(x,D~u), D~ϕ〉tr = 0.

�

We now consider the case when A is linear, that is,

A(x, η) =
d∑

i,β=1

Aαβij (x)ηjβ.

In this case we will consider the nonhomgeneous system

DivA(x,D~u(x)) = −Div(F (x)),

which can be written as the system

d∑

α,β,j=1

∂α(A
αβ
ij ∂βuj) = −(DivF )i i = 1, . . . , d. (5.4)

Moreover, when p = 2 conditions (i) and (ii) on A become

n∑

i,j,β,α

Aαβij (x)η
j
βη

i
α & ‖W 1

2 (x)η‖2, (5.5)

and

|
n∑

i,j,β,α

Aαβij (x)ν
j
βη

i
α| . ‖W 1

2 (x)η‖‖W 1
2 (x)ν‖ (5.6)

respectively. Moreover, condition (iii) on A is automatically satisfied

by the linearity of A. In this case we have an existence and uniqueness

result, which follows from a standard use of the Lax-Milgram theorem.

Theorem 5.3. Let A satisfy (5.5) and (5.6), ~h ∈ H1,2(Ω,W ), and

F ∈ L2(Ω,W−1). Then the system (5.4) has a unique weak solution

~u ∈ H1,2(Ω,W ) such that ~u−~h ∈ H1,2
0 (Ω,W )
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6. Basic regularity results

We now discuss some deeper results (that still are fairly elementary

from the elliptic PDE point of view.) The first is a degenerate Cac-

cioppoli inequality.

Lemma 6.1. Assume that Ω is some open set and Br is any ball of

radius r whose closure is contained in Ω. If A = Aαβij satisfies (5.5) and

(5.6), and if ~u ∈ H1,2(Ω,W ) is a solution to (5.4) for F ∈ L2(Ω,W−1),

then ∫

Br/2

‖W 1
2 (x)D~u(x)‖2 dx .

1

r2

∫

Br\Br\2

|W 1
2 (x)~u(x)|2 dx

+

∫

Br

‖W− 1
2 (x)F (x)‖2 dx (6.1)

Remark. We do not need to assume any conditions on our matrix

weight W other than positive definiteness a.e. In particular, the con-

stants in our Cacciopoli inequality do not depend on the A2 character-

istic.

Proof. The proof is classical, and the only nontrivial thing to check

is that our system and degeneracy is “decoupled” enough. Pick some

η ∈ C∞
c (Br) such that η ≡ 1 in Br/2, 0 ≤ η ≤ 1 in Br, and |∇η| ≤

4
r
χBr\Br/2

and let ~ϕ := η2~u ∈ H1,2
0 (Ω,W ). By definition, we have that

∑

α,β,i,j

∫

Br

Aαβij (∂βuj)(∂α(uiη
2)) dx =

∫

Br

〈
F,D(η2~u)

〉
tr
dx. (6.2)

However,

∂α(uiη
2) = ui(2η∂αη) + η2∂αui

so that

D(η2~u) = 2(η~u)⊗∇η + η2D~u (6.3)

so combining this with (5.5), (5.6), and (6.2) gives
∫

Br

|η|2‖W 1
2D~u‖2 dx

.
∑

α,β,i,j

∫

Br

Aαβij (∂βuj)(η
2∂αui) dx

≤
∣∣∣∣∣
∑

α,β,i,j

∫

Br

Aαβij ∂βujui(2η∂αη)

∣∣∣∣∣ dx+
∫

Br

‖W− 1
2F‖‖W 1

2D(η2~u)‖ dx
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= 2

∣∣∣∣∣
∑

α,β,i,j

∫

Br

Aαβij (∂βuj)((η~u⊗∇η)iα)
∣∣∣∣∣ dx+

∫

Br

‖W− 1
2F‖‖W 1

2D(η2~u)‖ dx

.

∫

Br

|η|‖W 1
2D~u‖‖W 1

2 (~u⊗∇η)‖ dx+
∫

Br

‖W− 1
2F‖‖W 1

2D(η2~u)‖ dx

≤
∫

Br

|η||∇η|‖W 1
2D~u‖|W 1

2~u| dx+
∫

Br

‖W− 1
2F‖‖W 1

2D(η2~u)‖ dx

Thus, by the“Cauchy-Schwarz inequality with ǫ ” we have

∫

Br

|η|2‖W 1
2D~u‖2 dx . ǫ

∫

Br

|η|2‖W 1
2D~u‖2 dx+ C(ǫ)

r2

∫

Br\Br/2

|W 1
2~u|2 dx

+ ǫ

∫

Br

‖W 1
2D(η2~u)‖2 dx+ C(ǫ)

∫

Br

‖W− 1
2F‖2 dx

for some C(ǫ) > 0.

However, (6.3) gives us that

ǫ

∫

Br

‖W 1
2D(η2~u)‖2 dx .

ǫ

r2

∫

Br\Br/2

|W 1
2~u|2 dx+ǫ

∫

Br

|η|2‖W 1
2D~u‖2 dx

so finally

∫

Br

|η|2‖W 1
2D~u‖2 dx

. ǫ

∫

Br

|η|2‖W 1
2D~u‖2 dx+ C(ǫ)

r2

∫

Br\Br/2

|W 1
2~u|2 dx+ C(ǫ)

∫

Br

‖W− 1
2F‖2 dx

Setting ǫ > 0 small enough and remembering that η ≡ 1 on Br/2

finishes the proof. �

We now prove Theorem 1.5 as a Corollary of our Caccioppoli in-

equality.

Proof of Theorem 1.5. Let ǫ > 0 be chosen where Theorem 1.2 is true,

so by (6.1)

(
1

|Br/2|

∫

Br/2

‖W 1
2D~u‖2 dx

) 1
2

.

(
1

|Br|

∫

Br

‖W− 1
2F‖2 dx

) 1
2

+
1

r

(
1

|Br|

∫

Br

|W 1
2 (~u− ~uBr)|2 dx

) 1
2
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.

(
1

|Br|

∫

Br

‖W− 1
2F‖2 dx

) 1
2

+

(
1

|Br|

∫

Br

‖W 1
2D~u‖2−ǫ dx

) 1
2−ǫ

However, setting

U(x) = ‖W 1
2 (x)D~u(x)‖2−ǫ, G(x) = ‖W− 1

2 (x)F (x)‖2−ǫ, and s = 2

2− ǫ

we have that

1

|Br/2|

∫

Br/2

(U(x))s dx .

(
1

|Br|

∫

Br

U(x) dx

)s
+

1

|Br|

∫

Br

(G(x))s dx.

A classical result of Giaquinta and Modica (see Lemma 2.2 in [8]) now

says that there exists t > s = 2
2−ǫ

where

(
1

|Br/2|

∫

Br/2

‖W 1
2D~u‖t(2−ǫ) dx

) 1
t

.

(
1

|Br|

∫

Br

‖W 1
2D~u‖2 dx

) 2−ǫ
2

+

(
1

|Br|

∫

Br

‖W− 1
2F‖t(2−ǫ) dx

) 1
t

.

Setting q = t(2− ǫ) > 2 clearly completes the proof. �.

We can now prove a decay of solutions type theorem, where here we

do assume thatW is a matrix A2 weight. For simplicity we will assume

F = 0 in our linear elliptic system. First however we need the following

two lemmas, which will prove a sort of “weak” Poincaré inequality for

annuli.

Lemma 6.2. For any ~a ∈ Cn , a matrix Ap weight W , and B =

Br/2\Br/4 where Br/2 and Br/4 are concentric balls of radius r/2 and

r/4, respectively, we have

(
1

|B|

∫

B

|W 1
p (x)(~u(x)− ~uB)|p dx

) 1
p

. [W ]Ap

(
1

|B|

∫

B

|W 1
p (x)(~u(x)− ~a)|p dx

) 1
p

Remark. As will be apparent from the proof, one can state and prove

a similar result for sets B that aren’t necessarily annuli as above. We

will leave this for the interested reader to do this.
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Proof. By the triangle inequality,
(

1

|B|

∫

B

|W 1
p (x)(~u(x)− ~uB)|p dx

) 1
p

≤
(

1

|B|

∫

B

|W 1
p (x)(~u(x)− ~a)|p dx

) 1
p

+

(
1

|B|

∫

B

|W 1
p (x)(~a− ~uB)|p dx

) 1
p

However,

|W 1
p (x)(~a− ~uB)|p =

∣∣∣∣
1

|B|

∫

B

W
1
p (x)(~u(y)− ~a) dy

∣∣∣∣
p

=

∣∣∣∣
1

|B|

∫

B

(W
1
p (x)W− 1

p (y))W
1
p (y)(~u(y)− ~a) dy

∣∣∣∣
p

≤
(

1

|B|

∫

B

‖W 1
p (x)W− 1

p (y)‖p′ dy
) p

p′

×
(

1

|B|

∫

B

|W 1
p (y)(~u(y)− ~a)|p dy

)

Plugging this in and using the Ap definition immediately finishes the

proof.

�

Lemma 6.3. Let W be a matrix Ap weight and assume that ~u ∈
H1,2(Ω,W ) for some open set Ω. If Br ⊆ Ω, then
∫

Br/2\Br/4

|W 1
p (x)(~u(x)−~uBr/2\Br/4

)|p dx . rp
∫

Br\Br/8

|W 1
p (x)D~u(x)|p dx

where Br, Br/2, Br/4 and Br/8 are concentric balls.

Proof. The proof utilizes standard geometric ideas. Let {xj}Nj=1 ⊆
Br/2\Br/4 be a maximal set satisfying

min
i 6=j

|xi − xj | ≥ r/16.

Obviously the balls {Br/16(xj)}Nj=1 cover Br/2\Br/4 and a trivial volume-

count gives us that we can find an upper bound for N depending only

on d. Finally, by introducing repeats if necessary, we can without loss

of generality assume that

Br/16(xj) ∩Br/16(xj+1) 6= ∅ for all j = 1, . . . , N − 1

so that for each j = 1, . . . , N − 1 there exists vj where

Br/16(vj) ⊆ Br/8(xj) ∩ Br/8(xj+1).
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For notational ease, let B̃j = Br/8(xj) ∩ Br/8(xj+1). Clearly by the

previous lemma it is enough to prove that
∫

Br/2\Br/4

|W 1
p (x)(~u(x)−~uBr/8(x1))|p dx . rp

∫

Br\Br/8

|W 1
p (x)D~u(x)|p dx.

To that end, we have
∫

Br/2\Br/4

|W 1
p (x)(~u(x)− ~uBr/8(x1))|p dx

≤
N∑

j=1

∫

Br/16(xj)

|W 1
p (x)(~u(x)− ~uBr/8(x1))|p dx

≤
N∑

j=1

∫

Br/8(xj)

|W 1
p (x)(~u(x)− ~uBr/8(xj))|p dx

+

N∑

j=1

∫

Br/8(xj)

|W 1
p (x)(~uBr/8(xj) − ~uBr/8(x1))|p dx

. rp
∫

Br\Br/8

|W 1
p (x)D~u(x)|p dx

+

N∑

j=1

∫

Br/8(xj)

|W 1
p (x)(~uBr/8(xj) − ~uBr/8(x1))|p dx

However,

|W 1
p (x)(~uBr/8(xj) − ~uBr/8(x1))|p

.

j−1∑

i=1

|W 1
p (x)(~uBr/8(xi+1) − ~uBr/8(xi)|p

≤
j−1∑

i=1

(
|W 1

p (x)(~uBr/8(xi+1) − ~uB̃i
)|p + |W 1

p (x)(~uB̃i
− ~uBr/8(xi))|p

)

Moreover,

|W 1
p (x)(~uBr/8(xi+1) − ~uB̃i

)|p

≤
(

1

|B̃i|

∫

B̃i

|W 1
p (x)(~u(y)− ~uBr/8(xi+1))| dy

)p

.

(
1

|Br/8(xi+1)|

∫

Br/8(xi+1)

‖W 1
p (x)W− 1

p (y)‖p′ dy
) p

p′
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× 1

|Br/8(xi+1)|

∫

Br/8(xi+1)

|W 1
p (y)(~u(y)− ~uBr/8(xi+1))|p dy

and a similar estimate holds for |W 1
p (x)(~uBr/8(xi) − ~uB̃i

)|p.
Thus, by the matrix Ap property

N∑

j=1

∫

Br/8(xj)

|W 1
p (x)(~uBr/8(xj)−~uBr/4

)|p dx . rp
∫

Br\Br/8

|W 1
p (x)D~u(x)|p dx

which completes the proof. �

Theorem 6.4. Assume A = Aαβij satisfies (5.5) and (5.6) for some

W ∈ A2 and that ~u ∈ H1,2(Ω,W ) is a weak solution to (5.4) for F = 0.

Then there exists C > 0 and 0 < δ < 1 independent of ~u and R where∫

Br

‖W 1
2 (x)D~u(x)‖2 dx .

( r
R

)δ ∫

BR

‖W 1
2 (x)D~u(x)‖2 dx.

for every concentric ball Br ⊂ BR with the closure of BR contained in

Ω.

Proof. The proof involves a “Widman hole filling technique” argument.

Note that if ~u is a weak solution then obviously ~u− ~uBr/2\Br/4
is also a

weak solution. Thus, by the Lemma 6.3, we can pick C > 0 indepen-

dent of r where∫

Br/4

‖W 1
2 (x)D~u(x)‖2 dx ≤ C

r2

∫

Br/2\Br/4

|W 1
2 (x)(~u− ~uBr/2\Br/4

)|2 dx

≤ C

∫

Br\Br/8

‖W 1
2 (x)D~u(x)‖2 dx

which means

(C + 1)

∫

Br/8

‖W 1
2 (x)D~u(x)‖2 dx ≤ C

∫

Br

‖W 1
2 (x)D~u(x)|2 dx

or ∫

Br/8

‖W 1
2 (x)D~u(x)‖2 dx ≤ δ

∫

Br

‖W 1
2 (x)D~u(x)|2 dx

where δ = C
C+1

,

Finally, if 2−3k−3R < r ≤ 2−3kR and γ = − ln δ
3 ln 2

then
∫

Br

‖W 1
2 (x)D~u(x)‖2 dx ≤ 2γ

( r
R

)γ ∫

BR

‖W 1
2 (x)D~u(x)‖2 dx

�
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We will now prove Theorem 1.6.

Proof of Theorem 1.6. The proof is a modification of some ideas in

[20]. First, note that for ǫ small enough and J ⊂ Ix we have by our

Poincare inequality for d = 2 and decay of solutions that

1

|J |1+ǫ
∫

J

|~u(x)− ~uJ | dx

≤
(

1

|J |1−ǫ
∫

J

‖W− 1
2 (x)‖2 dx

) 1
2
(

1

|J |1+3ǫ

∫

J

|W 1
2 (x)(~u(x)− ~uJ)| dx

) 1
2

.

(
1

|J |1−ǫ
∫

J

‖W− 1
2 (x)‖2 dx

) 1
2

To finish the proof, Let Jx and Jy be cubes of side length |x−y| and
centered at x and y respectively. Since ~u is locally integrable, let

~U(x) = lim
k→∞

1

|Jkx |

∫

Jk
x

~u(s) ds

where Jkx = 2−kJx. Then note that by the Lebesgue differentiation

theorem we have ~U coincides with ~u a.e. and

|~U(x)− ~uJx | ≤
∞∑

k=0

|~uJk+1
x

− ~uJk
x
|

.

∞∑

k=0

1

|Jk−1
x |

∫

Jk−1
x

|~u(s)− ~uJk−1
x

| ds

. Cx

∞∑

k=0

|Jk−1
x |ǫ

. Cx|Jx|ǫ

Similarly estimating |~U(y)− ~uJy | and |~uJy − ~uJx| gives us that
|~U(x)− ~U(y)| . Cx,y|x− y|ǫ

�.

We will now prove a version of Theorem 1.5 for nonlinear p-Laplacian

systems. More precisely, assume Ω ⊆ Rd is a domain, W is a matrix

Ap weight, and that ~u ∈ H1,p(Ω,W ) satisfies

Div
[
〈D~uG,D~u〉

p−2
2

tr D~uG
]
= −DivF (6.4)

where G is some n× n matrix function such that
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(i) 〈ηG(x), η〉tr & ‖W 1/p(x)η‖p, η ∈ Mn(C)
(ii’) | 〈ηG(x), ν〉tr | . C‖W 1/p(x)η‖‖W 1/p(x)ν‖, η, ν ∈ Mn(C)

and F ∈ Lp
′
(Ω,W− p′

p ).

We will first prove the following Caccioppoli inequality, which is a

matrically degenerate version of the Caccioppoli inequality proved in

the very recent paper [8] for uniformly elliptic p-Laplacian systems.

Note that again for this Caccioppoli inequality we do not require that

W is a matrix Ap weight.

Lemma 6.5. Let p > 2, and let W and G satisfy (i) and (ii′). If

~u ∈ H1,p(Ω,W ) is a weak solution to

Div
[
〈D~uG,D~u〉

p−2
2

tr D~uG
]
= −DivF

where F ∈ Lp
′
(Ω,W− p′

p ), then for any ball Br whose closure is con-

tained in Ω we have∫

Br/2

‖W 1
p (x)D~u(x)‖p dx .

∫

Br

‖W− 1
p (x)F (x)‖p′ dx

+
1

rp

∫

Br\Br/2

|W 1
p (x)~u(x)|p dx (6.5)

Proof. The proof is similar to the arguments in [8], p. 57 - 62. As in the

proof of (6.1), pick some η ∈ C∞
c (Br) where η ≡ 1 on B r

2
, 0 ≤ η ≤ 1

on Br, and

|∇η| ≤ 4

r
χBr\B r

2

Since ~u ∈ H1,p(Ω,W ) is a weak solution to (6.4) we have that
∫

Ω

[〈D~uG,D~u〉tr]
p−2
2 〈D~uG,D(ηp~u)〉tr dx = −

∫

Ω

〈F,D(ηp~u)〉tr dx

Since clearly

D(ηp~u) = (p− 1)ηp−2(~u⊗∇η) + ηp−1D(η~u)

one can easily check that

〈D~uG,D(ηp~u)〉tr = ηp−2[〈D(η~u)G,D(η~u)〉tr − 〈(~u⊗∇η)G,D(η~u)〉tr
+ [(p− 1) 〈D(η~u)G,~u⊗∇η〉tr − (p− 1) 〈(~u⊗∇η)G,~u⊗∇η〉tr]

:= ηp−2A(x, ~u, η)
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and similarly

[
〈D~uG,D~u〉tr η2

]p−2
2 = [〈D(η~u)G,D(η~u)〉tr − 〈D(η~u)G,~u⊗∇η〉tr

− 〈(~u⊗∇η)G,D(η~u)〉tr + 〈(~u⊗∇η)G,~u⊗∇η〉tr]
p−2
2

:= [B(x, ~u, η)] p−2
2

so that ∫

Ω

A(x, ~u, η)[B(x, ~u, η)] p−2
2 dx = 0.

Furthermore, define

N (~u, η) :=

∫

Ω

[〈D(η~u)G,D(η~u)〉tr]
p−2
2 〈D(η~u)G,D(η~u)〉tr dx

so by condition (i)

N (~u, η) &

∫

Ω

‖W 1
p (x)D(η~u)‖p dx =

∫

Br

‖W 1
p (x)D(η~u)‖p dx. (6.6)

We will now obtain suitable upper bound for |N (~u, η)|. By the defini-

tions of A(x, ~u, η) and B(x, ~u, η) we can write

N (~u, η) =

∫

Ω

[B(x, ~u, η)] p−2
2 〈D(η~u)G,D(η~u)〉tr dx

+

∫

Ω

[〈D(η~u)G,~u⊗∇η〉tr + 〈(~u⊗∇η)G,D(η~u)〉tr

− 〈(~u⊗∇η)G,~u⊗∇η〉tr]
p−2
2 〈D(η~u)G,D(η~u)〉tr dx

=

∫

Ω

[B(x, ~u, η)] p−2
2 A(x, ~u, η) dx+

∫

Ω

[B(x, ~u, η)] p−2
2

×
[
〈(~u⊗∇η)G,D(η~u)〉tr − (p− 1)

〈
D(η~U)G,~u⊗∇η

〉
tr

+ (p− 1) 〈(~u⊗∇η)G,~u⊗∇η〉tr] dx

+

∫

Ω

[〈D(η~u), ~u⊗∇η〉tr + 〈(~u⊗∇η)G,D(η~u)〉tr

− 〈(~u⊗∇η)G,~u⊗∇η〉tr]
p−2
2 〈D(η~u), D(η~u)〉tr dx

so that

|N (~u, η)| ≤
7∑

j=1

Ij

where
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I1 :=

∣∣∣∣
∫

Ω

A(x, ~u, η)[B(x, ~u, η)] p−2
2 dx

∣∣∣∣ =
∣∣∣∣
∫

Ω

〈F,D(ηp~u)〉tr dx
∣∣∣∣

I2 :=

∫

Ω

|B(x, ~u, η)| p−2
2 | 〈(~u⊗∇η)G,D(η~u)〉tr | dx

I3 :=

∫

Ω

|B(x, ~u, η)| p−2
2 | 〈D(η~u)G,~u⊗∇η〉tr | dx

I4 :=

∫

Ω

|B(x, ~u, η)| p−2
2 | 〈(~u⊗∇η)G,~u⊗∇η〉tr | dx

I5 :=

∫

Ω

| 〈D(η~u)G,D(η~u)〉tr |
p−2
2 | 〈D(η~u)G,D(η~u)〉tr | dx

I6 :=

∫

Ω

| 〈D(η~u)G,D(η~u)〉tr |
p−2
2 | 〈D(η~u)G,D(η~u)〉tr | dx

I7 :=

∫

Ω

| 〈(~u⊗∇η)G,~u⊗∇η〉tr |
p−2
2 | 〈D(η~u)G,D(η~u)〉tr | dx.

We finish the proof by bounding each of these terms. Let ǫ > 0. First,

we have

I1 ≤
∫

Ω

| 〈F,D(ηp~u)〉tr | dx

≤ (p− 1)

∫

Ω

|η|p−2| 〈F, ~u⊗∇η〉tr | dx+
∫

Ω

|η|p−1| 〈F,D(η~u)〉tr | dx

≤
∫

Ω

|∇η|‖W− 1
pF‖|W 1

p~u| dx+
∫

Ω

‖W− 1
pF‖|D(η~u)| dx

≤
(∫

Br

‖W− 1
pF‖p′ dx

) 1
p′
(∫

Br

|∇η|p|W 1
p~u|p dx

) 1
p

+

(∫

Br

‖W− 1
pF‖p′ dx

) 1
p′
(∫

Br

|D(η~u)|p dx
) 1

p

. C(ǫ)

∫

Br

‖W− 1
pF‖p′ dx+ 1

rp

∫

Br\Br/2

|W 1
p~u|p dx+ ǫ

∫

Br

‖W 1
pD(η~u)‖p dx

by Hölder’s inequality and Young’s inequality with ǫ.

Next we estimate |B(x, ~u, η)|. Note that by (ii’) we immediately get

|B(x, ~u, η)| ≤ ‖W 1
pD(η~u)‖2 + 2‖W 1

pD(η~u)‖‖W 1
p (~u⊗∇η)‖+ ‖W 1

p (~u⊗∇η)‖2

≤ ‖W 1
pD(η~u)‖2 + 2|∇η|‖W 1

pD(η~u)‖|W 1
p~u|+ |∇η|2|W 1

p~u|2
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. ‖W 1
pD(η~u)‖2 + |∇η|2|W 1

p~u|2

so

|B(x, ~u, η)| p−2
2 . ‖W 1

pD(η~u)‖p−2 + |∇η|p−2|W 1
p~u|p−2. (6.7)

Thus, by (ii’) and (6.7) we have

I2 ≤
∫

Ω

|∇η|p−1|W 1
p~u|p−1‖W 1

pD(η~u)‖ dx+
∫

Ω

|∇η||W 1
p~u|‖W 1

pD(η~u)‖p−1 dx

≤
(∫

Ω

|∇η|p|W 1
p~u|p dx

) 1
p′
(∫

Ω

‖W 1
pD(η~u)‖p dx

) 1
p

+

(∫

Ω

|∇η|p|W 1
p~u|p dx

) 1
p
(∫

Ω

‖W 1
pD(η~u)‖p dx

) 1
p′

≤ ǫ

∫

Br

‖W 1
pD(η~u)‖p dx+ C(ǫ)

rp

∫

Br\Br/2

|W 1
p~u|p dx.

For some constant C(ǫ) depending on ǫ. By the symmetry of (ii’) we

have that I3 satisfies the same condition.

Similarly, using Hölder’s inequality with respect to p/2 we have

I4 ≤
∫

Ω

|∇η|p|W 1
p~u|p dx+

∫

Ω

|∇η|2‖W 1
pD(η~u)‖p−2|W 1

p~u|2 dx

.
1

rp

∫

Br\Br/2

|W 1
p~u|p dx+

(
1

rp

∫

Br\Br/2

|W 1
p~u|p dx

) 2
p (∫

Br

|W 1
pD(η~u)|p dx

) p−2
p

≤ C(ǫ)

rp

∫

Br\Br/2

|W 1
p~u|p dx+ ǫ

∫

Br

|W 1
pD(η~u)|p dx.

Likewise, Hölder’s inequality with respect to 2p/(p+ 2) gives

I5 ≤
∫

Ω

|∇η| p−2
2 ‖W 1

pD(η~u)‖ p+2
2 |W 1

p~u| p−2
2

≤
(∫

Ω

|∇η|p|W 1
p~u|p dx

) 2p
p−2
(∫

Ω

‖W 1
pD(η~u)‖p dx

) 2p
p+2

. ǫ

∫

Br

‖W 1
pD(η~u)‖p dx+ C(ǫ)

rp

∫

Br\Br/2

|W 1
p~u|p dx

and note that I6 is estimated in exactly the same way.

Finally,

I7 ≤
∫

Ω

|∇η|p−2|W 1
p~u|p−2‖W 1

pD(∇~u)‖2 dx
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≤
(∫

Ω

|∇η|p|W 1
p~u|p dx

) p−2
p (

‖W 1
pD(η~u)‖p dx

) 2
p

≤ ǫ

∫

Br

‖W 1
pD(η~u)‖p dx+ C(ǫ)

rp

∫

Br\Br/2

|W 1
p~u|p dx.

Combining everything and setting ǫ small enough we have
∫

Br/2

‖W 1
pD(η~u)‖p dx ≤

∫

Br

‖W 1
pD(η~u)‖p dx

.

∫

Br

‖W− 1
pF‖p′ dx+ 1

rp

∫

Br\Br/2

|W 1
p~u|p dx.

�

Theorem 6.6. Let p > 2 and let W,G, ~u, and F satisfy the conditions

of the previous Lemma. Then there exists q > p such that given B2r ⊂
Ω we have
(

1

|Br/2|

∫

Br/2

‖W 1
p (x)D~u(x)‖q dx

) 1
q

.

(
1

|Br|

∫

Br

‖W 1
p (x)D~u(x)‖p dx

) 1
p

+

(
1

|Br|

∫

Br

‖W− 1
p (x)F (x)‖ qp′

p dx

) 1
q

.

Proof. The proof is very similar to the proof of Theorem 1.5. Let ǫ > 0

be chosen where Theorem 1.2 is true, so by (6.5)

(
1

|Br/2|

∫

Br/2

‖W 1
pD~u‖p dx

) 1
p

.

(
1

|Br|

∫

Br

‖W− 1
pF‖p′ dx

) 1
p

+
1

r

(
1

|Br|

∫

Br

|W 1
p (~u− ~uBr)|p dx

) 1
p

.

(
1

|Br|

∫

Br

‖W− 1
pF‖p′ dx

) 1
p

+

(
1

|Br|

∫

Br

‖W 1
pD~u‖p−ǫ dx

) 1
p−ǫ

However, setting

U(x) = ‖W 1
p (x)D~u(x)‖p−ǫ, G(x) = ‖W− 1

p (x)F (x)‖
p′(p−ǫ)

p , and s =
p

p− ǫ

we have that

1

|Br/2|

∫

Br/2

(U(x))s dx .

(
1

|Br|

∫

Br

U(x) dx

)s
+

1

|Br|

∫

Br

(G(x))s dx.
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Again Lemma 2.2 in [8] now says that there exists t > s = p
p−ǫ

where

(
1

|Br/2|

∫

Br/2

‖W 1
pD~u‖t(p−ǫ) dx

) 1
t

.

(
1

|Br|

∫

Br

|W 1
pD~u|p dx

) p−ǫ
p

+

(
1

|Br|

∫

Br

‖W− 1
pF‖

tp′(p−ǫ)
p dx

) 1
t

.

Setting q = t(p− ǫ) > p clearly completes the proof. �

Finally, note that (thanks to (6.5)) the same arguments used to prove

Theorem 1.6 also prove the following

Theorem 6.7. Let d = 2, p > 2, and let W and G satisfy (i) and (ii′).

If ~u is a weak solution

Div
[
〈D~uG,D~u〉

p−2
2

tr D~uG
]
= 0

Then there exists ǫ > 0 such that for x, y ∈ Ω with |x−y| < 1
2
dist({x, y},Ωc),

we have

|~u(x)− ~u(y)| . Cx,y|x− y|ǫ

where

Cx,y =

(
sup

1

|Q|1−ǫ
∫

Q

‖W− 1
p (ξ)‖p′ dξ

) 1
p′

and the supremum is over cubes Q ⊂ Ω centered at either x or y, and

having side length less than |x− y|.
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