
ar
X

iv
:1

60
1.

00
15

1v
1 

 [
m

at
h.

C
A

] 
 2

 J
an

 2
01

6

TOPOLOGICAL STABILITY OF CONTINUOUS FUNCTIONS WITH

RESPECT TO AVERAGING BY MEASURES WITH LOCALLY

CONSTANT DENSITIES

SERGIY MAKSYMENKO, OKSANA MARUNKEVYCH

Abstract. We present sufficient conditions for topological stability of averagings of
piece-wise differentiable functions f : R → R having finitely many local extremes with
respect to measures with locally constant densities.

1. Introduction

Let µ be a probability measure on [−1, 1], that is a non-negative σ-additive measure
defined on the Borel algebra of subsets of [−1, 1] and such that µ[−1, 1] = 1. Then for
each continuous function f : (a, b) → R and a number α > 0 satisfying 2α < b− a one
can define a new measurable function fα : (a+ α, b− α) → R defined by:

fα(x) =

∫ 1

−1

f(x+ tα)dµ. (1.1)

We will call it an α-averaging of f with respect to the measure µ. If µ has a density
function p, then fα is a convolution of f with p, see Remark 1.5 below.

Averaging of functions plays an important role in the problem of signals processing
and are called linear filters , [6], [8], [10].

The present paper continues the authors work [9] on topological stability of averagings
of continuous functions, see Definitions 1.1, 1.2, and 1.3 below.

Definition 1.1. (e.g. [2], [11]). Two continuous functions f : (a, b) → R and g : (c, d) →
R are topologically equivalent if there exist orientation preserving homeomorphisms
h : (a, b) → (c, d) and φ : R → R such that φ ◦ f = g ◦ h, that is the following diagram
is commutative.

(a, b)
f

−−−→ R

h





y





y

φ

(c, d)
g

−−−→ R

Roughly speaking this means that the graphs of fα and f «have the same form».

Definition 1.2. [9]. Let f : R → R be a continuous function and µ be a probability
measure on [−1, 1]. Say that f is topologically stable with respect to averaging by
measure µ if there exists ε > 0 such that for all α ∈ (0, ε) the functions f and fα are
topologically equivalent.
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The problem topological stability of averagings has applications to computation of
entropy of digital signals, [4], [1], [7].

Let C0(R) be the space of all continuous functions R → R and H+(R) be the
group of all orientation preserving homeomorphisms of R. Evidently, H+(R) con-
sists of all strictly increasing surjective continuous functions h : R → R. Then the
product H+(R) × H+(R) acts on the space C0(R) by the following rule: if (h, φ) ∈
H+(R) × H+(R) and f ∈ C0(R), then the result of the action of (h, φ) on f is the
function

φ ◦ f ◦ h−1 : R → R.

This action is one of the main objects of study in singularities theory, see [5], [3].
Notice that f, g ∈ C0(R) are topologically equivalent if and only if they belong to

the same orbit with respect to the above action of H+(R)×H+(R).
For f ∈ C0(R) define the following path started at f :

γf : [0,∞) → C0(R), γf(α) = fα.

Evidently, f ∈ C0(R) is topologically stable with respect to averaging by measure µ if
and only if a “small initial part” of this path, i.e. γf [0, ε] for some ε > 0, is contained in
the orbit of f .

Thus the averaging is a linear operation on C0(R) of all continuous functions R → R,
while topological equivalence arises from non-linear actions of the group H(R)×H(R).

In [9] the authors obtained sufficient conditions for topological stability of continuous
functions f : R → R having finitely many local extremes with respect to averagings.
It is shown that this global problem reduces to a stability of germs of f near these
local extremes. In the present paper we will prove that those sufficient conditions are
also necessary, see Definition 1.3 and Theorem 1.4 below. Thus the problem of global
stability is equivalent to a local problem of stability of germs.

Let f : (R, a) → R be a germ of continuous function at some a ∈ R, that is f is a
continuous function defined on a small interval (a− ε, a+ ε) for some ε. If α < ε, then
fα is defined on (a− ε+ α, a+ ε−α), and so its germ at a, clearly, depends on only of
the germ of f at a.

Notice that in general the germs f and fα at a are not topologically equivalent: local
extremes can move under averaging. This leads to the following definition:

Definition 1.3. Say that a germ f : (R, a) → R is topologically stable with respect
to averaging by measure µ, if there exists ε > 0 such that for each α ∈ (0, ε) there exist
numbers c1, c2, d1, d2 ∈ (a − ε, a + ε) satisfying c1 < a < c2, d1 < d2 and such that the
restrictions

f |(c1,c2) : (c1, c2) → R, fα|(d1,d2) : (d1, d2) → R

are topologically equivalent.

Theorem 1.4. c.f. [9] Let µ be a probability measure on [−1, 1] and f : R → R be a
continuous function having only finitely many local extremes x1, . . . , xn. Suppose that
the values f(xi), (i = 1, . . . , n), are mutually distinct and differ from lim

x→−∞

f(x) and

lim
x→+∞

f(x). Then the following conditions are equivalent:
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(a) f is topologically stable with respect to averagings by measure µ;
(b) for each i = 1, . . . , n the germ f : (R, xi) → R at xi is topologically stable with

respect to averaging by measure µ.

The implication (b)⇒(a) is established in [9]. We will prove that (a)⇒(b). Thus for
functions “of general position” the problem completely reduces to study local stability
of germs at local extremes.

In [9] the authors also obtained sufficient conditions for topological stability of germs
with respect to averagings by discrete measures with finite supports. In the present
paper we give sufficient conditions for topological stability of germs with respect to
measures with piece wise continuous (and in particular with piece wise constant) den-
sities, see Theorems 3.5 and 4.1.

Remark 1.5. Suppose that µ has a density p : [−1, 1] → R, that is a measurable
function such that µ(A) =

∫

A
p(t)dt for each Borel subset A ⊂ [−1, 1]. For α > 0 define

the function pα : [−α, α] → R and measure µα on [−α, α] by the formulas:

pα(s) =
p(s/α)

α
, µ(A) =

∫

A

pα(s)ds.

Then

µα[−1, 1] =

∫ α

−α

pα(s)ds =

∫ α

−α

p(s/α)

α
ds

=

∫ α

−α

p(s/α)d(s/α) =

∫ 1

−1

p(t)dt = 1,

and so µα is also a probability measure. Moreover,

fα(x) =

1
∫

−1

f(x+ tα)p(t)dt =

α
∫

−α

f(x+ s)p(s/α)d(s/α)

=

α
∫

−α

f(x+ s)pα(s)ds.

The last integral is called a convolution of f and pα and denoted by f ∗ pα.
Usually in the formula for convolution one uses f(x−s) instead of f(x+s). But this is

not essential and plays a role only for certain useful algebraic properties of convolution.
For our purposes it will be convenient to use sign «+».

2. Proof of Theorem 1.4

The implication (b)⇒(a) is established in [9]. Let us show that (a)⇒(b).
Suppose that f is topologically stable with respect to averagings by µ. This means

that there exists ε > 0 such that for each α ∈ (0, ε) there are two homeomorphisms
hα, φα ∈ H+(R) satisfying φα ◦ fα = f ◦ hα. In particular, fα has n local extremes
hα(xi), i = 1, . . . , n, and takes at them values fα(hα(xi)) = φα(f(xi)). We should prove
that the germ of f at xi is topologically stable with respect to averaging by measure µ.
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Decreasing ε one may assume that

xi+1 − xi > 4ε (2.2)

for all i = 1, . . . , n− 1. Let α ∈ (0, ε). Since f is strictly monotone on the intervals

(−∞, x1), (x1, x2), · · · , (xn,+∞),

one easily checks, see [9, Lemma 2.1], that fα is strictly monotone on

(−∞, x1 − α), (x1 + α, x2 − α), · · · , (xn + α,+∞).

Therefore, hα(xi) ∈ [xi − α, xi + α]. Moreover, it follows from (2.2) that hα(xi) is a
unique local extreme of fα on the interval (xi − 2α, xi + 2α). Put

(c1, c2) = (xi − α, xi + α) ∩ h−1
α (xi − 2α, xi + 2α).

(d1, d2) = hα(c1, c2).

Then the restrictions f |(c1,c2) and fα|(d1,d2) are topologically equivalent, that is φα◦fα =
f ◦ hα.

3. Piece wise differentiable functions

In this section we will give sufficient conditions for topological stability of local ex-
tremes with respect to averaging by measures having locally continuous densities, see
Theorem 3.5.

Definition 3.1. A function f : [a, b] → R is called piece wise continuous, or piece

wise 0-differentiable, if f is continuous everywhere on [a, b] except for a finitely many
points t1, . . . , tn ∈ (a, b), and at each ti there exist finite left and right limits lim

t→ti−0
f(t)

and lim
t→ti+0

f(t). In this case we will also write that f ∈ C0([a, b], t1, . . . , tn).

Say that a continuous function f : [a, b] → R is piece wise k-differentiable, k ≥
1, if there exist finitely many points t1, · · · , tn ∈ (a, b) such that f has continuous
derivatives of all orders ≤ k on [a, b] \ {t1, . . . , tn} and for each i = 1, . . . , n and s =
1, . . . , k there exist finite left and right limits

fl(t) = lim
t→ti−0

f (s)(t), fr(t) = lim
t→ti+0

f (s)(t).

In this case we will also write f ∈ Ck([a, b], t1, . . . , tn).

Evidently, the sum and the product of piece wise continuous (k-differentiable) func-
tions is piece wise continuous (k-differentiable) as well. Moreover, for k ≥ 1 the deriv-
ative of a piece wise (k+1)-differentiable function can be defined (in arbitrary way) at
discontinuity points to give a piece wise k-differentiable function.

The following lemma is well known for continuously differentiable functions:

Lemma 3.2. Let f : [a, b] → R be a continuous function. Suppose that one of the
following conditions holds true:

(1) f ∈ C1([a, b], t1, . . . , tn) and f ′(x) < f ′(y) for all x < y ∈ [a, b] \ {t1, . . . , tn};
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(2) f ∈ C2([a, b], t1, . . . , tn), f
′′(x) > 0 for all x ∈ [a, b]\{t1, . . . , tn}, and lim

t→ti−0
f ′(t) ≤

lim
t→ti+0

f ′(t) for all i = 1, . . . , n.

Then f is strictly convex.

Proof. We will use the following notation for the left and right derivatives of f ′:

f ′

l (x) = lim
t→x−0

f ′(t), f ′

r(x) = lim
t→x+0

f ′(t).

(2)⇒(1). The assumption f ′′(x) > 0 for all x ∈ [a, b] \ {t1, . . . , tn} means that f ′

strictly increases on each of the segments

[a, t1], [t1, t2], . . . , [tn−1, tn], [tn, b].

Moreover, we also have that f ′

l (ti) ≤ f ′

r(ti) for all i = 1, . . . , n. Therefore f ′(x) < f ′(y)
for all x < y ∈ [a, b] \ {t1, . . . , tn}, that is condition (1) holds true.

(1) Since f ′ is piece wise continuous and strictly increases on [a, b] \ {t1, . . . , tn}, it
follows that f ′

l (t) ≤ f ′

r(t) for all t ∈ (a, b) and that both functions f ′

l and f ′

r strictly
increase.

Let x < y ∈ [a, b] and t ∈ (0, 1). Then

f(x) + (y − x)f ′

r(x) < f(y) = f(x) +

∫ y

x

f ′(t)dt < f(x) + (y − x)f ′

l (y).

In particular, if s ∈ (0, 1) and z = (1− s)x+ sy ∈ (x, y), then

f(z) < f(x) + (z − x)f ′

l (z) = f(x) + s(y − x)f ′

l (z),

f(z) < f(y)− (y − z)f ′

r(z) = f(y)− (1− s)(y − x)f ′

r(z).

Multiplying the first inequality by 1 − s, the second inequality by s, adding them and
taking to account that f ′

l (z)− f ′

r(z) ≤ 0, we get that

f(z) < (1− s)f(x) + sf(y) + s(1− s)(y − x)
(

f ′

l (z)− f ′

r(z)
)

≤ (1− s)f(x) + sf(y).

This proves strict convexity of f . �

In what follows we will assume that p : [−1, 1] → [0,+∞) is a piece wise continuous

function such that
∫ 1

−1
p(t)dt = 1 and µ is the corresponding probability measure on

the Borel algebra B[−1, 1] defined by the formula:

µ(A) =

∫

A

p(t)dt, A ∈ B[−1, 1]. (3.3)

Lemma 3.3. Let f : [a, b] → R be a continuous function and

fα : [a + α, b− α] → R

be its averaging by measure µ. Then fα belongs to the class C1.
If f is also piece wise k-differentiable (resp. belongs to the class Ck) for k ≥ 1, then

fα is piece wise (k + 1)-differentiable (resp. belongs to the class Ck+1)
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Proof. Notice that

fα(x) =

∫ 1

−1

f(x+ tα)p(t)dt =
n

∑

i=0

∫ ti+1

ti

f(x+ tα)p(t)dt.

Since f is continuous, its derivative f ′ is given by the following formula:

f ′

α(x) =

n
∑

i=0

(

fl(x+ ti+1α)pl(ti+1)− fr(x+ tiα)pr(ti)
)

, (3.4)

and so it is continuous as well. It also follows that f ′

α is piece wise k-differentiable as
well as f . Therefore fα is piece wise (k + 1)-differentiable. Moreover,

f (s)
α (x) =

n
∑

i=0

(

f
(s−1)
l (x+ ti+1α)pl(ti+1)− f (s−1)

r (x+ tiα)pr(ti)
)

(3.5)

for all x at which the right hand side is continuous.
If f belongs to the class Ck, then, in particular, f = fl = fr, whence we get from (3.4)

that fα belongs to the class Ck+1. �

Lemma 3.4. Let f : [−ε, ε] → R be a continuous function satisfying the following
conditions:

(a) f strictly increases on [−ε, 0] and strictly decreases of [0,+ε];
(b) f ′

α strictly increases.

Then the germ of f at 0 is topologically stable with respect to the measure µ.

Proof. Since f is continuous, we get from Lemma 3.3 that the averaging fα is a contin-
uously differentiable function. By assumption (b) f ′

α strictly increases, whence by (1)
of Lemma 3.2 we obtain that fα is strictly convex function. Since fα decreases on a
neighborhood of the point −ε + α and increases in a neighborhood of ε− α, if follows
that fα has a unique local minimum xα on the segment [−ε + α, ε − α]. This implies
that the germ f at 0 is topologically equivalent to the germ of fα at xα. �

Theorem 3.5. Let f, g : [−ε, ε] → R be two piece wise 1-differentiable functions and
h = f − g. Suppose the the following conditions hold:

(a) f and g strictly decrease on [−ε, 0] and strictly increase on [0,+ε];
(b) there exists C > 0 such that for all x ∈ [−α, α] the following inequality holds:

f ′′

α(x) ≥ Cα ;

(c) the derivative h′ = g′ − f ′ is continuous at 0 and h′(0) = 0.

Then the germ of g at 0 is topologically stable with respect to averagings by measure µ.

Proof. Notice that condition (b) guarantees that f ′

α strictly increases, whence we ob-
tain from (a) and Lemma 3.4 that f is topologically stable with respect to averagings
by measure µ. We should prove that under condition (c) the function g = f + h
(«perturbation» of f with h) is also topologically stable with respect to averagings by
µ.

Since g is continuous and piece wise 1-differentiable, we get from Lemma 3.3 that g′α
continuous, and g′′α is piece wise continuous. Moreover, it follows from (a) that for α < ε

6



the function gα strictly decreases on [−ε + α,−α] and strictly increases on [α, ε − α].
In particular,

g′α(−α) < 0, g′α(α) > 0.

Therefore it suffices to show that lim
y→x

g′′α(x) > 0 for x ∈ [−α, α] and all small α > 0.

This will imply that g′α strictly increases on [−α, α], whence gα will have a unique local
minimum.

Since h′ is continuous at 0 and h(0) = 0, we have that h(x) = xk(x), where

k(x) =

∫ 1

0

h′(tx)dt.

In particular, k is continuous and k(0) = h′(0) = 0. Let

P = sup
t∈[−1,1]

p(t)

and n be the number of discontinuity points of the density p of measure µ, see Eq. (3.3).
Then there exists δ > 0 such that |k(x)| < C

8Pn
for all x ∈ [−δ, δ].

Let α < δ/2. Then for all x ∈ [−α, α] and i = 0, . . . , n + 1 we have the following
inequality:

|x− tiα| < |x|+ |ti|α ≤ α+ α = 2α < δ,

whence

|h′(x− tiα)| = |x− tiα| · |k(x− tiα)| ≤ 2α ·
C

8Pn
=

Cα

4Pn
.

Now we get from Lemma 3.3 that at each x ∈ [−α, α], where h′′

α is continuous, we have
the inequality:

|h′′

α(x)| ≤
n

∑

i=0

∣

∣

∣
h′

r(x− ti+1α)pr(ti+1)− h′

l(x− tiα)pl(ti)
∣

∣

∣
≤

Cα

4Pn
· 2Pn =

Cα

2
.

Therefore

lim
y→x

|h′′

α(y)| ≤
Cα

2
,

and so

lim
y→x

g′′α(y) = lim
y→x

(

f ′′

α(x) + h′′

α(x)
)

≥ lim
y→x

f ′′

α(x)− lim
y→x

|h′′

α(y)| ≥ Cα−
Cα

2
=

Cα

2
> 0.

Thus g′α strictly increases. Theorem 3.5 is completed. �

4. Piece wise constant densities

Let
−1 = t0 < t1 < · · · < tn < tn+1 = 1

be an increasing sequence of numbers, p0, . . . , pn ∈ [0,+∞) be some non-negative num-
bers such that pi 6= pi+1 for i = 0, . . . , n − 1. Define a piece wise constant function
p : [−1, 1] → [0,+∞) by the formula:

p[ti, ti+1) = pi, i = 0, . . . , n− 1
7



p[tn, tn+1] = pn,

see Figure 1.

Figure 1.

Assume also that
∫ 1

−1

p(t)dt =

n
∑

i=0

(ti+1 − ti)pi = 1. (4.6)

Then p is the density function for the probability measure µ on the Borel algebra of
[−1, 1] defined by

µ(A) =

∫

A

p(t)dt, A ∈ B[−1, 1].

Hence for each continuous function f : R → R its α-averaging fα : R → R by µ is given
by:

fα(x) =

∫ 1

−1

f(x+ αt)dµ =

∫ 1

−1

f(x+ αt)p(t)dt =
n

∑

i=0

pi

∫ ti+1

ti

f(x+ αt)dt. (4.7)

Notice that then

f ′

α(x) =

n
∑

i=0

pi

∫ ti+1

ti

f ′(x+ αt)dt =

n
∑

i=0

(

f(x+ αti+1)− f(x+ αti)
)

pi, (4.8)

which is a particular case of Eq. (3.4).

Theorem 4.1. Let g : [−ε, ε] → R be a piece wise 1-differentiable function, satisfying
the following conditions:

(a) g strictly decreases on [−ε, 0] and strictly increases on [0,+ε];
(b) there exist finite limits

L = lim
x→0−0

g′x, R = lim
x→0+0

g′x.

For i = 0, . . . , n+ 1 define the following numbers

Xi := Lµ[t0, ti] +Rµ[ti, tn+1] = L
i−1
∑

j=0

(tj+1 − tj)pj +R
n

∑

j=i−1

(tj+1 − tj)pj,

so, in particular,

L = Xn+1 ≤ Xn ≤ · · · ≤ X1 ≤ X0 = R.

Suppose that for each i ∈ {0, . . . , n} at least on of the numbers Xi and Xi+1 is non-zero.
Then the germ of g at 0 is topologically stable with respect to the averagings by measure
µ.
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The proof of Theorem 4.1 is based on the following lemma:

Lemma 4.2. Let f : R → R be a continuous function defined by

f(x) =

{

Lx, x ≤ 0

Rx, x > 0.

Then

1

α
· f ′

α(x) =















Xn+1 = L, x < −αtn+1 = −α,

Xi+1 +
x+ αti+1

ti+1 − ti
(Xi −Xi+1), −αti+1 < x < −αti, 1 ≤ i ≤ n

X0 = R, −t0α = α < x,

(4.9)

f ′′

α(x) =















0, x < −αtn+1 = −α,
Xi −Xi+1

ti+1 − ti
α, −αti+1 < x < −αti

0, −t0α = α < x.

(4.10)

Proof of Theorem 4.1. It suffices to check conditions (a)-(c) of Theorem 3.5 for f from
Lemma 4.2 and g. Condition (a) holds trivially.

Let

C = min
i=0,...,n

Xi −Xi+1

ti+1 − ti
.

Then it follows from Eq. (4.10) and assumption that either Xi+1 or Xi is non-zero for all
i ∈ {0, . . . , n}, that C > 0 and f ′′

α(x) > Cα for all x ∈ [−α, α]. This implies condition
(b).

Finally put h = f − g. Then

lim
x→0−0

h′(x) = lim
x→0−0

f ′(x)− lim
x→0−0

g′(x) = L− L = 0

lim
x→0+0

h′(x) = lim
x→0+0

f ′(x)− lim
x→0+0

g′(x) = R−R = 0,

whence h′ is continuous at 0 and h′(0) = 0. Thus condition (c) is also satisfied. There-
fore by Theorem 3.5 the germ of g at 0 is topologically stable with respect to averagings
by µ. �

Proof of Lemma 4.2. For n− 1 ≥ i ≥ 0 denote

∆i(x) =
(

f(x+ αti+1)− f(x+ αti)
)

pi.

Then by (4.8),

f ′

α(x) =
n

∑

i=0

∆i(x).

Consider three cases.

a) If x+ αti < x+ αti+1 < 0 for some i = 0, . . . , n, then

∆i(x) =
(

L(x+ αti+1)− L(x+ αti)
)

pi = αL(ti+1 − ti) pi = αLµ[ti, ti+1].

9



b) Suppose x + αti ≤ 0 ≤ x + αti+1 for some i = 0, . . . , n − 1. This condition is
equivalent to the assumption that x ∈ [−αti+1,−αti].

Figure 2.

Put

di = ti+1 − ti, s =
x+ αti+1

αdi
,

see Figure 2. Then

1− s = −
x+ αti
αdi

, x = −αti+1(1− s)− αtis,

and so

∆i(x) =
(

R(x+ αti+1)− L(x+ αti)
)

pi =
(

(1− s)L+ sR
)

α pidi.

c) If 0 < x+ αti < x+ αti+1 for some i = n− 1, . . . , 0, then similarly to the case a)
we get that

∆i(x) =
(

R(x+ αti+1)− R(x+ αti)
)

pi = αR(ti − ti+1)pi = αRµ[ti+1, ti].

Now we can prove Eq. (4.9) for f ′

α. Suppose that x ≤ α = αt0. Then x + αti <
x+ αtn+1 ≤ 0 for all i, whence

f ′

α(x) =

n
∑

j=0

∆j(x) =

n
∑

j=0

αLµ[tj, tj+1] = αL

n
∑

j=0

µ[tj , tj+1] = αLµ[−1, 1] = αL.

If in the case b), x = −αti+1(1 − s) − αtis ∈ [−αti+1,−αti] for some i = 0, . . . , n,
then

1

α
· f ′

α(x) =
i−1
∑

j=0

Lµ[tj , tj+1] +
(

(1− s)L+ sR
)

αµ[ti, ti+1] +
n

∑

j=i+1

Rµ[tj , tj+1]

= Lµ[t0, ti] +
(

(1− s)L+ sR
)

αµ[ti, ti+1] +Rµ[ti+1, tn+1]

= (1− s)
(

Lµ[t0, ti+1] +Rµ[ti+1, tn+1]
)

+ s
(

Lµ[t0, ti] +Rµ[ti, tn+1]
)

= (1− s)Xi+1 + sXi = Xi+1 + s(Xi −Xi+1)

= Xi+1 +
x+ αti+1

ti+1 − ti
(Xi −Xi+1).
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Finally, if α = tn+1α ≤ x, то 0 ≤ x+ αt0 < x+ αti for all i, and so

f ′

α(x) =
n

∑

j=0

∆j(x) =
n

∑

j=0

αRµ[tj, tj+1]

= αR
n

∑

j=0

µ[tj , tj+1] = αRµ[−1, 1] = αR.

Lemma is completed. �

Example 4.3. Let us show that if in Theorem 1.4 Xi+1 = Xi = 0 for some i, then the
function g can be not tologically stable with respect to µ. Define the function f : R → R

and the density p : [−1, 1] → R as follows:

f(x) =

{

−x, x ≤ 0,

2x, x ≥ 0
p(x) =











1, x ∈ [−1,−0.5],

0, x ∈ (−0.5, 0],

0.25, x ∈ (0, 1),

see Figure. 3. Thus L = −1, R = 2, n = 2, t0 = −1, t1 = −0.5, t2 = 0, t3 = 1, p0 = 1,

-1 1

1

2

-1 -0.5 1

1

0.25

a) f(x) (b) p(x)

Figure 3.

p1 = 0, p2 = 0.25. Then

X2 = Lµ[−1, t2] +Rµ[t2, 1] = −1 · 0.5 + 2 · 0.25 = 0,

X1 = Lµ[−1, t1] +Rµ[t1, 1] = −1 · 0.5 + 2 · 0.25 = 0.

Therefore X2 = X1 = 0 and the assumptions of Theorem 4.1 fail. On the other hand,
it follows from (4.9) that for x ∈ [−αt2,−αt1] = [0, 0.5α] we have that

1

α
f ′

α(x) = X2 +
x+ αt2
t3 − t2

(X1 −X2) = 0.

Hence fα is constant on [0, 0.5α], and so it is not topologically equivalent to f , see
Figure 4. Thus the assumptions of Theorem 4.1 are essential.
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-1 1

1

Figure 4. Graph of fα
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