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Universality in the mean spatial shape of avalanches
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Quantifying the universality of avalanche observables beyond critical exponents is of current great
interest in theory and experiments. Here, we improve the characterization of the spatio-temporal
process inside avalanches in the universality class of the depinning of elastic interfaces in random
media. Surprisingly, at variance with the temporal shape, the spatial shape of avalanches has not
yet been predicted. In part this is due to a lack of an analytically tractable definition: how should
the shapes be centered? Here we introduce such a definition, accessible in experiments, and study
the mean spatial shape of avalanches at fized size centered around their starting point (seed). We
calculate the associated universal scaling functions, both in a mean-field model and beyond. Notably,
they are predicted to exhibit a cusp singularity near the seed. The results are in good agreement

with a numerical simulation of an elastic line.

PACS numbers:

Numerous slowly driven non-linear systems exhibit
motion which is not smooth in time but rather proceeds
discontinuously via jumps extending over a broad range
of space and time scales. Developping predictive models
of avalanche motion and understanding their universality,
or lack thereof, has emerged as an outstanding challenge
of modern statistical physics [I]. In condensed matter
recent developments have led to distinguish two broad
classes, depending on the importance of plastic defor-
mations. In systems such as dislocated solids, metallic
glasses, granular media near jamming, the latter play a
crucial role and despite recent progresses a theoretical de-
scription is still under construction [245]. In many other
situations the description by an elastic interface driven
in a disordered medium has proved relevant [6H9]. Ex-
amples are domain walls in soft magnets [10, [11], fluid
contact lines on rough surfaces [12} [13], strike-slip faults
in geophysics [I4], fractures in brittle materials [I5HIS]
or imbibition fronts [I9]. This class exhibits a dynami-
cal phase transition - the so-called depinning transition
- accompanied by collective avalanche motion. While
the microscopic details of the dynamics are specific to
each system, the large scale statistical properties of the
avalanches are believed to be universal. The most studied
quantities in this context are the critical exponents char-
acterizing the scale-free probability distribution function
(PDF) of avalanche total sizes S, P(S) ~ S~ and dura-
tions T', P(T) ~ T~ "". They are related to the roughness
and dynamical exponents, ¢ and z, defined at the depin-
ning transition of the interface, using the scaling relations
S ~ £4*¢ and T ~ ¢* with ¢ the lateral extension of the
avalanche.

Recent improvements in experimental techniques allow
to study avalanches with higher accuracy and to access
new, finer quantities, with the aim of distinguishing more
efficiently the different universality classes. This notably
includes the direct imaging of the spatio-temporal pro-
cess of the velocity field inside an avalanche v(x,t) where
x denotes the internal coordinate of the (d-dimensional)
interface and t is the time since the beginning of the
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FIG. 1: Density plot of the velocity field v(z,t) inside an
avalanche of size S = 1760 in the mean-field model (BFM)
for d = 1 discretized with N = 128 points. Time is given
in machine-time unit. Line in red: backward path produced
by the algorithm used to find the seed of the avalanche (see
text). Inset: the spatial shape of this avalanche when centered
around its starting point.

avalanche. A question of great interest is to under-
stand whether and how scaling and universality extend
to v(z,t). Until now the focus was on the center of mass
velocity vem(t) ~ [d% v(z,t) and the mean temporal
shape at fixed duration T, (v (t))7. A scaling analy-
sis suggests, through the sum rule S = [ dtd%av(z,t),
the existence of a scaling function f;"™P(t) such that
(Vem () = TV~ 5™ (¢/T), where v = (d + ¢)/2. The
universality of £;°"P(t) was shown theoretically and stud-
ied experimentally in [20H23]. The beautiful parabola-
shape predicted at mean field level, fiemp(t) = t(1 —¢)
(and v = 2), stimulated the excitement around this ob-
servable.

Though very interesting, this observable does not con-
tain information on the remarkable spatial structure of



avalanche processes (see for illustration Fig. . A char-
acterization of even the mean spatial shape of avalanches
in terms of a simple scaling function is presently lacking.
In this Letter we propose and calculate such a scaling
function. We consider the mean shape of avalanches at
fixed total size S, for which a scaling analysis suggests
(in real or in Fourier space (S(q))s = [ d%ze'”(S(z))s)

(5(e))s = 8" ful o)
(S(q))s = Sfa(gST) (1)

where S(z) = [dtv(z,t) is the “local size” at x, fq(z)
and fd(q) are radial scaling functions, normalized as
[d%zfa(x) = fa(g = 0) = 1, since S = [d% S(z).
Note that these definitions are not complete: there are
various ways of centering an avalanche. Our proposal is
to study the spatial structure by centering the avalanches
on their starting points. We call this procedure the seed-
centering which appears natural when one thinks of how
an avalanche unfolds following a branching process (see
Fig.|l). Furthermore, it permits analytical treatment and
is thus appropriate to compare theory and experiments.

We first calculate the above scaling functions at the
level of mean-field. This requires to go beyond the sim-
plest mean-field toy model, the ABBM model [24], 25]
which only describes the center of mass motion of the
interface. To this aim we consider the Brownian Force
Model (BFM), recently introduced as the relevant mean-
field theory to describe spatial correlations [26H29]. For
this model, we even compute the full mean velocity-field
inside a seed-centered avalanche of given size S which in
general obeys the scaling form

(v, )5 = S F(/STT 2/STR) . (2)

More generally, in this Letter we consider elastic in-
terfaces in the quenched Edward-Wilkinson universality
class with short ranged disorder. In this context, the
BFM is accurate for d > d., where d.. is the upper critical
dimension of the depinning transition, d. = 4 for short-
range (SR) elasticity and d. = 2 for the most common
long-range (LR) elasticity. In lower dimensions d < d,
correlations play an important role. To take them into
account and study this more difficult case, we use the
Functional Renormalization Group (FRG) and calculate
the scaling functions fy(x) and f4(q) perturbatively in
e = d. — d, to one-loop, i.e. O(e) accuracy (see [30-
[33] for background on FRG, and [26] 29, B4}, [35] for its
application to the study of avalanches). We show that
the scaling ansatz holds and that the scaling func-
tions contain only one non-universal scale ¢, (which is
discussed in details below)

1 T
7 il

g

fa(z) = fd(Q) = ]:—d(EUQ) (3)

where F; and F,; are fully universal and depend only on
the space dimension d and the universality class of the
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FIG. 2: Plot of the mean-field result for the space-time mean
velocity profile inside an avalanche in d = 1 for SR (left, see
() and LR elasticity (right, see (7).

model (i.e. range of elasticity and disorder). We now
describe our main results, and report the discussion of
the model and methods in the second part of the Letter.

Results within mean-field: The BFM model can be
studied analytically in any dimension d. Let us first
consider the case of SR elasticity. The exponents are
7 = 3/2, 7r = z = 2 and ( = 4 —d. The scaling
function in admits a very simple expression:

et L)

F(t,x) = 2te ()72 e (4)
which is plotted in Fig. Here we use dimensionless
units, the original units can be recovered using * — mx,
t = t/7m and S — S/S,, where 7, = n/m? and S, =
o/m* and the parameters n,m and o are those in the
equation of motion of the model . Time integration of
(4) confirms for the BFM the general scaling law and
l) with FYF (z) = O+o° dtF(t,z) and £, = o~ /4. The
result is simplest in Fourier space and does not depend
on the dimension:

g R 2
FM¥(q) = FMF(q) =1~ \/;q e T erfc (2) (5)

where erfc(z) = % fjoo e=". In real space, FYE(z) de-

pends on the dimension and can be expressed using hy-
g—d 1-%

; R e

Both FM¥F(q) and _7-'31\/5172@) are plotted in black in Fig.

A fundamental property of FMF (g) is that it possesses an

pergeometric functions [36] with F}%(0) =

algebraic tail FMF(q) ~ ¢~* at large ¢, which generates
a non-analytic term ~ |z[*~¢ in the small z expansion of
FYF(z) around the origin. Its behavior at large z is eval-
uated using a saddle-point on , leading to a stretched
exponential decay with a d-independent exponent 4/3:

1 d
fgll\dF(x) r—oo 72 Vema x%de_ﬁ
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These results easily extend to LR elasticity, in which case
z =1, =2 —d and the mean shape in Fourier space is
obtained replacing ¢> — ¢ in . Let us also give here
the spatiotemporal shape for the experimentally most

(6)




relevant case of d = 1, with

2t2 —t2
F(t,x) = —

Com(a? +42)
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FIG. 3: Analytical results at MF and O(e) level for the uni-
versal scaling function F4—; in Fourier space (Left) and Fy
in real space for d = 1 (Middle) and d = 2 (Right) for SR
elasticity. Black lines: tree/mean-field results. Dotted blue
lines: universal corrections, 6.F1(q) (left, O(e) correction in
Fourier space in d = 1), §Fi(z) (middle) and §F2(x) (right).
Red-dashed lines: O(e) estimate obtained by simply adding
the corrections to the MF value. Red lines: improved O(e) es-
timate, which, through a re-exponentiation procedure, takes
properly into account the modification of exponents and
(11) (see [36]).

Results beyond mean-field for SR elasticity: For real-
istic SR disorder, the BFM is the starting point in the
€ = 4 — d expansion. It is most clearly implemented in
Fourier space, since the mean-field result for F;(q) does
not depend on d:

Fi'(a) = FM(q) + 6Fa(a) + O(e?) (®)
with 6F4(q) = eFM(q). Here FM(q) = Je %e“ﬁ(u, q)
is obtained as an Inverse Laplace Transform (ILT) p — 1:
~ 47 |2 —-3vE 1 4./
i) = S P s O
9 8 @#+2y/un  (¢*+2y/n)
2
9
X (q j Vi sinh ™!
a\Vq* + 8/

(%) 1+ 1% 1n(4p)>:|

where g is Euler’'s Gamma constant (see [36] for the
choice of C). We then define the correction to the mean
shape in real space as the d-dimensional Fourier trans-

form 0Fy(z) = [ (gisld e 5 Fy(q). Hence, F$R(x) =
FYE(z) + 6 F4(x) + O(e?). From the ILT expression @
we obtain the following analytical properties of the O(e)
corrections:

1) Tts large ¢ expansion is 6.F4(q) ~gs1 €

8log(q)—vr—8

9q4 I
interpreted as a change in the tail exponent 14
: Lot F de 2
Fa(a) ~g>1 Aaq s Na=4- 9" O(e”) (10

with Ag = 2(1 — (2 + 22)%). In real space this im-

plies, in the expansion of F;(z) at small 2, a non-analytic

term ~ |z[" with g = 7jq — d = 2¢ + O(€®). Restoring
the S dependence from (1)) this leads to (S(q))s ~g—+oo

Sl_d%q_ﬁd and the non-analytic part (S(z))%* ~z0

Sl |z|". Note that in the BFM the value 773 = 4 =
d + ¢ implies that the large g behavior of (S(q))s does
not depend on S. This may seem natural: in the BFM
the small scales do not know about the total size of the
avalanche. A generalization of this property to the SR
disorder case would suggest the guess 75" = d + (.
Our result explicitly shows that this property fails with
7la > d + . Hence in the SR model the large avalanches
tend to be more smooth than small avalanches. Note that
the predicted value of 74 is smaller than 2 in all physical
dimension: this non-analytic term should actually domi-
nate the behavior of Fy(x) around 0 (and thus lead to a
cusp singularity).

2) At large x, we obtain that the stretched exponential
decay exponent of the mean shape is modified from its
MF behavior 6MF = 4/3

4 2

5
Fa(z) ~e 9 | 5= 3 + 7€ + O(€?) (11)
with C = % —+ (73—‘/63 — 1)%6. Remarkably, using ¢ = ¢/3 +
O(€?), this agrees to O(e) with the conjecture § = d_‘igfl

that we justify in [36].

Furthermore, the ILT expression is easily calcu-
lated numerically. The corrections §F4(q) and 0F4(z)
are shown in Fig. |3} together with the resulting estimates
for the functions F5%(x) and F5R(q).

Model and method: For SR elasticity, the equation of
motion for the interface position u(z,t) (denoted ) is

NO Uz = Viumt —m? (gt — Wat) + F (g, ) (12)
where 7 is the friction, m is a mass cutoff which sup-
presses fluctuations beyond the length ¢,, = 1/m and
m2wg; is the driving force. In the BFM, the ran-

dom pinning force F(u,x) is an independent Brownian
2 =

motion in u for each z with (F(u,z)— F(u,x))
20|y — v/|. For the SR universality class, the second
cumulant is F(u,z)F(u/,2') = §xz — 2')Ao(u — u')
with Ag(u) a fast decaying function. Eq. is an-
alyzed using the dynamical field theory and the FRG
[36]. This leads to an expression for (S(z))s as an
ILT: (S(y)s ~ LT 5((iil_q)e)/p(S) where p(S) is the
avalanche-size density (previously computed to O(e) ac-
curacy in [29, B35]) and @l_, is the O(\) term taken at
x = 0 of the solution 1w, of the following differential equa-
tion (here in dimensionless units):

— 1+ Az = y) + (Ue)? + Vi, — (1+ &), = 0(13)

where &, is a white-noise of order /e and (.)¢ denotes the
average over it. For the BEM, the result is thus obtained
setting &, — 0 above. At O(e) for the SR universality
class, it is thus sufficient to solve (L3|) perturbatively to
second order in &,.



In our model (| E7 the non-universal scale ¢, in

is m™1S,, 1(@+0) where Sy, is defined from the ratio of

the first two moments of the avalanche size distribu-
tion, Sy, = (S2)/(2(S)), which can be measured in nu-
merics and experiments. In cases where the numerical
or experimental setup corresponds to our model (as in
our simulations, see below), this prediction for ¢, al-
lows unambiguous comparison between our results and
the data. In cases where £, cannot be predicted, some
scale-independent features of the mean-shape still allow
comparison with the experiments. This includes the tail
exponent of F4(q) in (10), the small and large distance
behavior of F4(z) in (11), and the universal ratios ¢, =
daz|z|?P Fy(z
—(fddm\‘z:P.Fd’Z:(n)))z' Ind=1, (¢1,¢c2) =~
the BFM while (¢1,¢2) ~
SR model to O(e).

s (o),
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FIG. 4: Plain lines: rescaled mean shapes of avalanches at
fixed size S from the simulation of the BFM model (left) and
of the SR model (right), in d = 1, for S = 10 (left only, blue),
S = 50 (right only, blue), S = 10% (red), S = 10® (green),
S = 10* (purple) and S = 10° (left only, yellow). Dashed
black lines: theoretical MF result. Red dashed line: O(e)
result. No fitting parameter.

Numerical simulations. A convenient choice of SR dis-
order, amenable to Markovian evolution, is the Gaussian
disorder F'(u,z) with ”Ornstein-Uhlenbeck” (OU) cor-
relator Ag(u) = odue "I/ Tt is defined by two cou-
pled equations for the velocity v,; = v(x,t) and the force
F(x,t)

N04Uzt = V303t + M2 (g — vgy) + OiF (2, 1)
Vg
iF(2,t) = V200t Xat — TJF(L” (14)

with x,: a centered Gaussian white noise Xyixz¢ =
§%x — 2")6(t — t') and initial condition vy—g = F(z,t =
0) = 0. In the stationary regime, this model is equivalent
[39,/40] to Eq. with @z = vy and F(z,t) = F(ugy, x)
and initial condition uz4—g = 0. When 1/du = 0 this
model becomes equivalent to the BFM. We discretize
time in units dt and space with periodic boundary con-
ditions along x. To measure quasi-static avalanches,
we apply a succession of kicks of sizes dw: we impose
Uty = m2/176u/ at t = 0% (beginning of the avalanche),
iterate and wait for the interface to stop before

applying a new kick [36]. To identify the seed of each
avalanche, we record the velocity v(x,t) for the n, = 103
first time-steps of the avalanche. We find the position
Zmax(n:) of maximum velocity at t,, = nidt (or at the
end of the avalanche if it has stopped before), and then
successively identify at each time step ¢, < t,, the posi-
tion &max(n) defined as the neighbor of . (n + 1) with
the largest velocity at time ¢,,. Zmax(n = 1) is identified
as the seed of the avalanche (see [36] for details).

Fa=1(0) = F a=1(x)
0.1
0.01
0.001
0.0001
o 2 4 6 810
FIG. 5: Left: (resp. Right:) Log-Log plot of Fgq=1(0) —

Fa=1(z) (resp. Fai—1(g)) numerically obtained in the BFM
model (blue) and in the SR model (red). Dotted lines: guide
lines for the BFM result 22 (left) and 1/¢* (right). Dashed
lines: x'® (left) and 1/¢*® (right). These results are con-
sistent with (i) the exact result 74—1 = 4 for the BFM (ii)
guebb

fla=1 =~ 2.5 for the SR model (in between the guess 75.7° =
d+ ¢ ~ 2.25 and our O(e) prediction 7jg=1 ~ 8/3 ~ 2. 66)

In dimension d = 1 we use a system of size L = 2048
discretized with N = L points and a mass m = 10/L.
In Fig. [f] we show our results for the mean-shape for dif-
ferent values of S and compare with our theoretical pre-
dictions using the predicted value of ¢, (deduced from
the measurement of S,,), hence with no fitting param-
eter. The results for the BFM are excellent. For the
SR model, the improvement brought by the O(e) correc-
tion is substantial. If one instead uses a measurement
of /, by e.g. setting the value of the shape at the ori-
gin, the agreement with the SR model is, to the naked
eye, almost perfect. We also measure properties inde-
pendent of the value of £,: (i) in Figlf] the small  and
large ¢ behaviors (ii) the universal ratios ¢,. We obtain
(c1,¢2) ~ (1.699 + 0.003,3.83 + 0.05) for the BFM and
(c1,c2) ~ (1.612 £ 0.004,3.16 £ 0.03) for the SR model
(error-bars are 3 sigma estimates). The above predictions
are in perfect agreement for the BFM, and our O(¢) cor-
rections go in the right direction for the SR case.

To conclude, we introduced an original way of char-
acterizing the mean shape of an avalanche by centering
around its seed. We obtained theoretical predictions for
this observable and confronted them to numerical sim-
ulations. We also proposed a protocol to measure it.
We hope that this work stimulates measurements of this
quantity in numerical setups and imaging experiments.
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Supplemental Material

We give here a derivation of the results presented in the main text and details on the numerical simulations.
Dynamical Field Theory Setting

Equation of motion and dynamical action
As written in the main text, we consider the equation of motion for the over-damped dynamic of an elastic interface
of internal dimension d in a quenched random force field and driven by a parabolic well of position ws;

N0z = Vg — m* (Ugt — Wat) + F Uy, ) (15)

where z € R%, t € R, u,; € R (the space-time dependence is indicated by subscripts). The elastic-coefficient as been
set to unity by a choice of units. In this formulation, the driving force of the parabolic well is fu; = m?(Wgs — Ugt)-
The pinning force F(u,x) is chosen centered, Gaussian with second cumulant F(u,z)F(u/,2') = 6%(z — ') Ag(u —u')
(the overline denotes the average over disorder) where Ag(u) is a short-ranged function. Higher cumulant can also
exist (i.e. non Gaussian force, and are taken into account in the FRG treatment). Note that here we have written
the case of short-ranged (SR) elasticity with an elastic term of the form VZ2u,;. Other elastic kernels can also be
considered, by changing

2 2 -1
Vitgt — MUz — / G Ut (16)
I,

where g;ml, is a translationally invariant (g;xl, = g;ﬁr,) elastic kernel. In particular, we will consider the following
kernel (here written in Fourier space) (g; b= fI e g—1 here and throughout the rest of the Supplemental Material

d
fx = facGRd d’z and fq = qu]Rd (ST()IUZ)

9. = V2 + ¢ (17)

which is known to be relevant in the description of standard long-ranged (LR) elasticity. In this situation, the
parameter p is related to the mass m as m = ,/u. In most of the following, we will deal with the SR elasticity case,
and explicitly mention when we consider the LR one. Introducing a response field 4., the generating function of the

velocity field G[Ays] = eJet X+t is computed using the dynamical action formalism [4T} 42]:

Gltud] = [ DIGIDalefce et f oSS

1
So = / gt (N0 — VE4+m*) iy, Sais = *5/ U Ugpr Op Op Ao (Ut — Ugy?) (18)
xt xtt!

The renormalized field theory

As discussed in [29], in the limit of small m, and in the quasi-static limit w,; = v — 0%, universal quantities
associated to the motion inside a single avalanche can be computed in an expansion in ¢ = 4 — d using an effective
action identical to with the replacement Ag(u) — A(u) = A(0) — o|u| — 4r2am*~%u? + O(€?), where ¢ and
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a = O(e) are renormalized quantities. ¢ is a non-universal parameter whose value is related to the two first moments
of the avalanche size distribution through the exact relation 20 /m?* = (S?)/(S). On the other hand « is dimensionless
and universal at the FRG fixed point with value o = —2¢/9 + O(€?). In terms of the action, this replacement reads

Sdis — SS{gf = Stree + 5171001)5 with

~2 . 2 4—d -~ .. .
Stree = _U/ Uyt Ut 517loopS = —4m°am / UgtUgt Uyt Ugt (19)
xt xtt!

At lowest order in e, the action is S;{sf = Siree. Using the renormalized value of o, it gives the exact result
for universal quantities in d > 4. In any dimension, this tree/mean-field theory also corresponds to an interface
slowly driven in a Brownian force landscape: for each x, F(u,x) is a Brownian in u independent of the others with
(F(uw,x) — F(u,z))? = 20|u’ — u|. This is the Brownian Force Model (BFM). The O(e) corrections around the BFM
are easily computed using the fact that 61_;00pS can also be taken into account by introducing a fictitious Gaussian
centered white noise &,; with correlations (£,£,)¢ = 8m2am*~4§%(z — 2’) through the identity

e So=Sgll _ (e~ fztﬁu(na,,—v2+m2+sm)nu—sm>§ (20)

where ()¢ denotes the average over {. One-loop observables are thus rewritten as averaged tree observables in a theory
with space-dependent mass m? — m?+¢,. Since &, = O( /e), the effect of £, can be taken into account pertubatively
up to order O(£2).

Avalanches observables

Avalanches in non-stationary driving

Let us first introduce our avalanche observables in a non-stationary setting. We refer the reader to [27H29] for more
details on this procedure. We first prepare the interface is in its quasi-static stationary state w.; ~ v = 07, then turn
the driving off: w,; = 0 and finally wait for the interface to stop at some metastable position. Supposing we are in
such a state at t = 0, we apply to the interface a step in the driving force localized at x =t = 0, fuy = m?6wd(x)d(t)
(local kick) and let it evolve. Information about the resulting motion of the interface is encoded in the generating

functional G[\,¢] = e es0 Aetit Remarkably, since the action (written at one-loop in terms of &, ) is linear
in 1., the evaluation of G[\;¢] through the path-integral formalism simplifies. The integration on the velocity field
Uz leads to a delta functional and to the result:

Gl = (75 0)e (21)
where ﬁi‘f is the solution of the so-called instanton equation:
6t'aact + v2awt - (1 + fz)'awt + ait + Azt =0 (22)

here written in dimensionless units using the variables 4, = 7"72@_@, x=23I/m, t = #f, Apt = m74;\i5, and omitting
the hats in what follows, to lighten notations. The boundary conditions is @,; = 0 for ¢t = +00. Here we will only
be interested in single avalanche, defined as the response of the interface to an infinitesimal step in the force. We
introduce the generating functional Z[\,:] as

eleasodetior 1 — 51 7100] + O(6w?)
Z[)\zt} = m2 <ﬂi\£t:0>f (23)

In the above expansion, the dw factor just accounts for the probability to trigger an avalanche at t = « = 0.
Introducing pi—z—o[t,t], the density of velocity field iy, inside an avalanche that starts at ¢ = x = 0, we write

ZXet) = / DI (efu Attt _ 1) Pr=z=0[Uzt]. (24)

The fact that these definitions indeed correspond to what is usually meant by avalanches in the quasi-static limit
is discussed below. This formulation is up to now completely general. Let us now focus on two types of sources:
AL = (—p+ Xo(z — y)d(t — 8)0(t) and N2, = (—pu + A6(z — y))0(t) (6(.) denotes the Heaviside theta function). In

Uz¢. In the first case, A\ probes the local

both cases, the p variable probes the total size of the avalanche S = fx 50
velocity at t = s and x = y during the avalanche. In the second case, A probes the local size of the avalanche at x = vy,



Sy = ft>0 Uy;. We write the associated generating function ZONL] = ZM (u, N\, y,s) and ZA[N2,] = ZO) (u, \, y).
These are obtained through the formula by solving (22]) which leads to

ZW (N y, 8) :/deayse*“S“%pﬁi)x:o(S,ﬂys) . 2P\ y) :/deS eSS, (S,8,),  (25)

where p,(flz)xzo(S, Uys) (resp. pgi)x:O(S, Uys)) is the joint density of total size S and velocity field s (resp. of total

size S and local size S,) for avalanches starting at ¢t = 2 = 0. In practice we will only be interested in computing the
mean velocity-field inside avalanche of total size S, (tys)s (resp. the mean local size inside avalanche of total size S,
(Sy)s). These are computed as

LT g0\ ZW |52 LT s00ZP) |2 o0
<uys>S = (b d |)\ ‘ s Sy)S = uoS 2 d |>\ ‘ :/ d5<uys>s (26)
p(S)/L p(S)/L 5=0
where LT, _1> g denotes the Inverse Laplace Transform (ILT) operation LTH_l> g= zm /. c dpetS with appropriate contour

of integration, and we have introduced p(S) the density of avalancheb of total size S, previously computed up to one-

loop in [26] 291 35] (p(S)/L¢ = fduyspt oo (S, tys) deyPt »—0(S,Sy) is the density of avalanches of total size S
starting at « = 0). For the observables we are interested in, we will thus only need to solve at first order in .

Link with the stationary driving

Let us now present here how the precedent approach is linked to avalanches occurring in the quasi-static stationary
state of the interface dynamic w,; = v — 07. We introduce py the mean density of avalanche per unit of driving and
plie,] the (functional) probability of velocity field ., inside an avalanche. At first order in v, the generating function

G[Agt] = efae Aozt can be written as
G[Aat] = (1 = povT) + povT / D[i]el=t Mttt pli ] + O(w?) =1+ 0T / DI (efwt Awtlier _ 1) plize] + O(W?) (27)

where we reintroduced pli,:] = poplie,] the density of velocity field 4y, inside an avalanche. The equation can
be seen as a definition of what is meant by avalanches in the quasi-static setting. The time scale T" that appears in
(27) should be much larger than the time-scale of avalanche motion (to allow the avalanche to terminate) and much
smaller than the typical waiting time between avalanches. This only works if A, is also non-zero in a time window
smaller than T": this ensures that the measurement made on the velocity-field is also inside a single-avalanche. On
the other hand, the small velocity expansion made directly on the action and compared to gives

m2

G[Aet] = 1 +v(m? /z t Ui, — / D] <ef.n Aotllar _ 1) plitg] = ?@xt) Ao (28)

xt

In the right of , the integral over time and space originates from the fact that we have consider the effect of
avalanches starting at any point of the interface, and at any time in the time-window 7. From a field-theory point
of view, it is then natural to interpret m?(ii,—t—o)x,, as the contribution from avalanches starting at ¢ = x = 0
(diagrams entering into (@z—;—)»,, can only have a first non-zero ,; at © = 0). Furthermore, this is supported by
the non-stationary setting in which this interpretation is immediate. In the quasi-static setting we can only a priori
consider sources Ay¢ non-zero in time windows smaller than T to make sure that only one avalanche is taken into
account. However, from a practical point of view, when T' >> 7, where 7, is the typical time scale of avalanches,
both descriptions give exactly the same result as detailed in [29] [37].

Calculation in the BFM

Mean-velocity field inside an avalanche in the BFM
Here we give the calculation for the mean-velocity field inside avalanche of total size .S in the BFM (u,,)s (denoted
v(y, s) in the main text with y = « and s = t). We have to solve to first order in A the instanton equation

Ozt + Vs — Ty + U2y — 1+ AS(z — y)5(t —5) =0 . (29)
Note that here, in dimensionless units, time and avalanche size are measured in terms of the natural units of avalanches

motion 7, = n/m? and S,, = o/m*. The perturbative solution is @, = 40, + 4\ + O(A\?) with

t
il = Z(p) = (1- ,{2(#)) . k(p) =1+ 4@% , gét = ,/ e(q2+n2(H))(t—t/)+iQy§(tl —s)dt’ (30)
“+oo

l\D\H



here written in Fourier space for the O(\) part: &}]t = fx e'®qL,. This immediately gives
— /eiqyf(qurnQ(u))s (31)
q

5/4

Using the tree result for the avalanche size density p™M¥(S) = Qﬁ%e_ we obtain the mean velocity field inside

a single avalanche using as

<lys >g= 2‘/7?S3/2es/4LT,:_1>s/eiqyf(q%” THip)s — 2867% /eiqy*q% = 286752/SW67742/(48) (32)
q q s

In the notation of the main text, we thus obtain that we recall here

2—d 42 1 .
<v(z,t) >g= 87 F(t/SY?,z/SY*) | F(tz)=2te" Tk /(4t) (33)

Ezxtension to LR elasticity
Following the same computation, one obtains for the case of the BFM with long-ranged elasticity (with the kernel

[17)
Upmg—0 = /eiqy*(meﬁz(u))s (34)

q

And thus

92 .
< Uys >5= 2se” 5 /elqy_(\/ﬁ—l)s (35)

q

Note that here, the spatio-temporal shape does not satisfy the expected scaling form , < Uys >5=
5= F(s/S%7y/S%) for all S. This should not be surprising, it is known that the present theory describes scale-
invariant avalanches only for S <« S, (here S,, = 1 in dimensionless units). The fact that the scaling hypothesis
for the mean velocity field holds VS in the BFM with short-ranged elasticity is the true surprise. Scaling in the

long-ranged model is restored at small S and here

. d—1 . 2 —
F(S7y):é’%s 2 <uS%yS%s >g= 25”5 Lelqy lq|s (36)

)

Evaluating this integral in dimension 1 immediately leads to the result (@
The mean shape of avalanches in the BFM: results in Fourier space
Using , we immediately obtain the mean-shape of avalanche in Fourier space in the BFM as

~ > 2_ 2 2 2
FMF(q) = / 2s¢ % 7T =1— @eqferfc (l]2> (37)
s=0

i.e. the result of the main text. Note that here avalanche sizes have been expressed in units of S, = o/m?* and
distances in units of 1/m. Hence the non-universal scale ¢, of the main text is indeed ¢, = %8;1/4 = o 1/4 Let us
give here the large and small momenta behavior of FM¥ (q):

2 12 120 1

FM(q) =g>1 pra + 2 + O(qTﬁ) (38)
~ gl 4 5
FYF(g) =ger 1 - 20 T VT () (39)

Exzxtension to LR elasticity

The extension of the precedent results to the case of LR elasticity is straightforward. As written in the main text
and following the formula 7 the mean-shape in Fourier space in the scaling regime for LR elasticity is simply
obtained from the precedent results by changing ¢ — ¢:

]:-MF,LR(q) = fMF(\/(j) (40)
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In particular it now has an algebraic tail at large ¢ with exponent 1/¢2, F ME.LR(
The mean shape of avalanches in the BFM: results in real space
In real space, FYF () is most simply obtained by integration of :

7) ~g>1 q%-

MF 2 oo 1-dj2 —t2— 22
‘Fd (:E) = W/O dtt e 4t (41)
This integral can be expressed either as the sum of three series:
d > a a’p+l b
FE(z) =712 Z(—l)@‘“’[%x“’ — 73934”“ + %x“d'ﬂp] (42)
=0 sin 4cos 7T sin ¢
274 273
a, = ——— 5 b = 43
Po2p)ir (% +p) Poopir (—g +2p+3) (43)

or, equivalently, as the sum of three generalized hypergeometric functions (corresponding term by term to the series):

3—d nd L1od. ot 1—d,.2 d 3.d_ 1. _z*
(2 CSC(T)0F2(72’4’ 64) 2 xsec(4)0Fg(2,4+2, 64)

vl

r(4) P (42)
4= cse (%d) oFs (;%— %72_ Z;_gz))
r@-3)

R (@) = ' (4

+

The expressions and are adequate for d = 1,3. For d = 2,4 one must first take the limit d — 2,4 before
evaluating. This is easy to do with mathematica, and we give here only the two leading terms at small x:

1 2?(—4log(z) — 3vE + 2 + log(16))

MF 3
— _ 4
Fo(x) VG 16 +O(m) (45)
—4log(x) — 3vg + log(16) x?
MF _ 3
Fit (@) = 1672 5205 TO (@) (46)
For d < 4 the value at zero is finite:
27dﬂ.17%
Fi'(0) = v (47)
I (§)sin (%)
FME(0) = 0.345684 , FoF(0) ~0.141047 , FMF(0) ~ 0.0813891 (48)

and F ' (0) diverges as 125~ as d — 4~ (it has a minimum near d = 3.2). For d > 4 it diverges near zero as

d

1_d

T2 csc(%d)
~

FME(z) ~ (-1 244, The large distance behavior is easily obtained from the saddle-point method on . It
-3
yields a stretched exponential decay at large x with exponent 4/3, independent of d:
2_d/27r%_%

FyFe = T

2—d _ 3z4/3
T 3 e 4

(49)
Ezxtension to LR elasticity
We did not attempt to find expressions for the mean-shape in real space for LR elasticity in any d. In the most
experimentally relevant case of d = 1 however it takes a simple expression: integrating from ¢t = 0 to t = oo leads

1 2
f}i\g’LR(x) = v xe® erfe(x) . (50)

We note in particular the behavior around z = 0, ]-"Cll\fl’LR(:c) =<1 —= — |z| + O(2?), reminiscent of the 2/¢? tail in

T
Fourier space. At large x, the mean-shape now decays algebraically as fcll\/iFl’LR(x) =r>1 ﬁ +O(1/z%).
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O(€) corrections

“Brut” corrections
At O(e) we focus directly on the computation of the mean-shape at fixed size (Sy)s. We need to solve

Oplligs + V3igs — (14 & )lgy + 02, —pp+Ao(x —y) =0 . (51)

at order L in A and order 2 in ;. We can look for time-independent solution and use a double expansion @, =
S Z; 0 J( ) where @}(x) = O(A'¢7). The observable of interest is Z(u,y) = 0xZ@ (1, y, N)[r=o where Z(*) was

introduced in . Using Z® (1, y, \) = m?(iiz—0)¢ we obtain (in dimensionless units)

Z(pyy) = ZM () + 02(uy) . 2V (y) =iz =0) , 6Z(p,y) = (@h(x = 0))e (52)

These are most simply expressed in Fourier space 2(/1,, q) = fm €' Z (1, y) and we find

ZMF (1, q) = Gylp) = q%{z)
52 (1 q) = 87l ( / Go1) (1+22(0)Gp 1)) + 260 () [ (1+Z(M)Gp(u))Z(u)Gp(u)) (53)

where we have introduced the response function G4 (), a dressed version of the elastic kernel g, = ﬁ

Counter-terms

The result for 7 (u, q) is not yet complete: the integrals present in diverge at large ¢ for d < 4. This is a usual
feature of one-loop computations in field theory. As detailed in [29], when doing a pertubative calculation in ,
one has to take into account a renormalization of ¢ and m? (the latter being in fact an artifact due to the utilization
of the oversimplified one-loop action ) For clarity let us now denotes o and m3 the parameters used so far in
the perturbative calculation. These are renormalized as 09 — 0 = g + do and m3 — m? = m3 + ém? with

60:247r2a/g,3 . om? = —87r2a/gk (54)
k k

where g = m is the bare propagator. The parameters entering in 1] are either the bare parameters or the
g 0

renormalized parameters (these choices differ from a term of order O(¢2?)). The fact that the theory is renormalizable
imply that divergences present in should disappear when expressing the results in terms of renormalized param-

eters. Let us thus denote {Ko} := {09, mZ} the set of important couplings and emphasize the dependance of 2;(,11, q)
by momentarily adopting the simple notation Z({Ky}). Rewriting the result Z({Ko}) in terms of the renormalized
coupling { K} leads to the definition of the counter-terms 0. Z({K}) as

Z({Ko}) = Z({K — 6K}) = ZY({K}) + 0e.e. Z{K}) + 6Z({K}) + O(?) (55)

and thus 5C,t_2,~’ ({K}) = —%(i}mél(a. To compute these partial derivatives, we reintroduce the original units of
the problem in ZMF({K}):
elay

2+ /1 +4dop/m*

The m72 comes from the rescaling of i, the m~? from the rescaling of the Fourier Transform and the —f—7 from the

ZMT({KY) =

(56)

rescaling of A. Computing the derivatives with respect to ¢ and m? and going back to dimensionless units leads to
the following expression for the counter terms:

502 (1, q) = 8720 WG _o(1) Gy (1) (61 /k g /k o) (57)

It is then easy to check that adding to indeed regularizes the result. The computation of the resulting,
convergent integrals in d = 4 leads to the full result for the one loop correction 67 (p, q) = 6Z (11, q) + 6c.t. Z (1, q) with
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02 (1. 9) = o(Co(n))’ <(1 . 6@21?%(1 2_22)2) v <1 - Smh_l(2\/1q_ 27 Zq?/(qq2 :44((11__22;)))» (58)

and Z = Z(p).
The mean-shape at O(e): Laplace transform in Fourier

Using , the mean-shape in Fourier space is computed as (S(q))s = MF(S) LT#iS (Z’MF(Mq)). To order

O(e), we have Z(u,q) = ZMF (1, q) + 6Z(p,q). The density p was computed to O(e) in [26] with the result p(S) =
pME(S) + 0p(9) with

YE(S — 6) +4S — 8/7VS + (S — 6) log(S) + 4
16

(59)

(S(¢))s can thus be computed to O(e) as

Ld Lp(S) 1 (4 Ld ~ .
(5@)s = gy ks (B 000) = Tyt (20 0) + g 1ks (320m0) +0() (60)

One can check that the O(€?) part of this result allows to retrieve directly the result of the precedent section for the
mean-shape (i.e. without computing (v(x,t))gs first), so that everything is consistent. A new difficulty (compared to
the BFM case), is that (S(q))s defined in 1@' does not satisfy the scaling form (S(q))s = Sﬁd(qST}rC) VS. This is
natural: the scaling regime of the problem is for S <« S,, (here S,,, = 1 in dimensionless units) and the universal
shape of avalanches is the one obtained from as S — 0. It is thus obtained here as

]:—d(q) = lim <S(qsﬁ)>3

S—0 S (61)

We now compute the e expansion of using . By definition F;(q) = FM¥(q)+06F4(¢). We also use the one-loop
value of ¢ = (e (¢1 = 1/3) and obtain

_ <1 OFMF LT, 662(1aS™%) e, o 0p(S)
OF, = 1 log (S e - F 62
Let us first look at the second term in :
T2 ST L / e 91 15 53 (1, g5 %)
SpME(S) SPME(S) Jomino 2im
Ldefs/zl ¢’ +ico dﬂ N
= H§Z(—1/4 i
SwE |, o RIS
_ 37T ilog(S)
~g<c1 alT L, (H(q,u) - fo VI = +0(9) (63)
2V +¢?)

Where here from the first to the second line we used a change of variables 1 — —1/4 4+ 11/S and then took the limit
S — 0t of to define

VIV (4 (610g (2y/77) = 16) /ST @ +16 (9y/7i+ %) sinh~* (5747~ )

H(g,p) = Y = (64)
2q (25 +4*) /8 +a
Using similar manipulations, the other terms are inserted inside the ILT using the representation
- _ 2/ OFMF _ —4\/mq (-1 3«
]_—MF(q) — LT:u_l>1 42 , (q) = LTﬂ_l>1 7\/>22 ’ 1 _ 2@ (65)
2\/1n+q dq 2y +q?) 16 16¢
This representation shows that the O(log(S)) terms present in cancel and we obtain the result
= - VT (4—67g8)
0F, =alT S o a2 + H(q, 66
d( ) M—>1 ( (2\/ﬁ+ q2) (q M) ( )
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which leads to the result @ in the main text. Note that the result satisfies, as required from normalization

Falg=0)=1 , 06Fs(qg=0)=0 (67)
which can be checked explicitly from the above expressions using that LTJilu\/ﬂﬁ(‘l“) = 0. Equivalently, the total
shape in Fourier takes the form

. B 3vE — 2 2/ > 9
Falg)=LT [ (1+ +0 68
o) = 2373 (4 oPEE) o )+ Ofe) (63)

where the ”self-energy” correction reads, to lowest order

249
B /TR 142 ln(4u)) (69)

q
NN (2@) 16

Units and scales: Let us mention here that, since this result was obtained in dimensionless units, the universal

1
da+c 2
scale £, appearing in the main text is here given by ¢, = % % e Sm can always be measured as S, = %

and is exactly given in terms of the parameters of the model by /Sm = -%. As m — 0, the dependence of o on m

(o) =~

is universal: o ~ m*~? ¢g* with o* a dimensionless number. Thus ¢, ~ (a*)#lc. The number o* is non-universal
and depends on the microscopic disorder. Thus the scale ¢, is non-universal and depends on microscopic properties
of the disorder. Note also that using one can also study the dependence of the mean-shape when S gets close
to the cutoff avalanche size S,,. This dependence is expected to be non-universal and in our model we find that the
amplitude of the O(€) corrections decrease as S increases close to S,.

Small and large ¢ expansion of the mean-shape in Fourier space

The small ¢ expansion of §F;(q) is obtained from (66) at any order. The first terms are:

1, VTO(18907p — 3121 - 5040log(2))
13440 1

5 1 1
0Falq) <1 a (16\/%(37;; + 1 4 log(4096))¢> + 510 (299 — 9071)q
2299 YE 8 10
e O
+<5040 8>q+ (a7
~,<1 o (—0.840378¢ + 1.02938¢* — 0.728437¢° + 0.383999¢° + O(¢'?)) (70)

For the large q expansion, the expansion at large ¢ of 5fd(q) cannot be naively ILT. However, since we compute the
ILT from p to 1, one can derive the result with respect to g any number of times before taking the ILT. This leads to

B4 4—4log(g) 8T  —48yp +23—120log(q)  624/7 1
- + ==+ 0(=)

5Falq) ~amr (

q* q q® q q'?
—4log(q) + 4.28861  14.1796  —120log(q) — 4.70635  1106.01 1
g1 & < q4 — q6 + q8 + q10 + O(QE) (71)

And as explained in the main text, the first term of this expansion is interpreted as a modification of the power-law
behavior of Fa(q), Fa(q) g1 2(1+ (2+ E)a)g 72 + O(€?).

Dominant non-analyticity at small x ~
Let us now understand more precisely how the large ¢ behavior of F;(g) generates a non-analyticity in Fy(z) at
small z. We consider the effect of a fat tail ¢~ in a Fourier transform. We write

/ dlq ene 1 @tﬁ/ diq eiqlm_qzt:|x25_d/dt2—dﬂ—ée—£t(t)ﬁ—g
(2m)? %f L(B) Jiso t (2m)d tr(B)
_ _4
|2/3—d2 o QF(%_ﬁ)
I'(B)

The above derivation is formal since the integrals in (72]) do not converge but we notice that indeed gives, for
B = 2, the dominant non-analyticity in the expansion (42)) (i.e. the b,—o term). The above calculation indicates that
the leading non-analyticity present in the small z expansion of Fy(z) is a term of the form

N|]}

(72)

24720 =d/2D(d/2 — 2 — )
I'2+a)

Fid(a) = 21+ (24 L)) a2 (73)
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Expanding this result in «, it implies the existence of a term
. d
OF;"™ (x) ;QW 8 pd-dp (2 ) ( dap ( — 2) + 8log(z) + 5y +4 — 810g(2)) (74)

in the small = expansion of dF4(x) (¢ = T/ is the diGamma function). For d = 1, 3 this result correctly gives the
dominant non-analyticity in §F4(x). For d = 2, one has to look at the expansion of around d = 2. In doing so,
one obtains terms (i) regular in z (proportional to z?) that diverge as d — 2: these terms are unimportant and Would
be cancelled by other regular terms present in 6F4(z), and (ii) a singular term which admit a well defined d — 2 limit
and read:

SF"9 () =~ T 2 (9yg — 8log(2) + 4log(z))z? log(z) . (75)

This term is the dominant non analyticity present in §Fg—o(x).

Large x expansion of the mean-shape in real space
We now obtain the modification of the large  behavior of F4(x). The mean shape in real space is obtained by

Fourier transform and ILT from (i) the expressions FMF(q) (65), 6F4(q) and the definition of H(q, p), 7 or,
08

equivalenty to lowest order in «, (ii) from the expressions (68] [69). We use the latter here:

_ ddq —iqix di m 2ﬁc . 3’}/E -2
Falx) —/(Qﬂ)de /62i7r6 <q2+2\/ﬁ+2(q,u)> , c=(1+a« 3 ) (76)

where here the contour C can be chosen as a wedge around the branch cut g < 0 of the integrand, such as e.g.

C=(1+ e*%RJF) U(l+ e T R, ). To compute this radial Fourier transform, we chose x > 0 oriented along the first

axis. The integration over the other components ¢s...¢q depends only on ¢ = /g3 + - ¢5: the change of variable

2>m) T

L4

Falz/V2) =28 ﬁc/ g, / qud Lyt 26—“11”6/ 9 ! (77)
- 2T gf + 4 + /i — Sh(V2y/ 4 + @7 1)

brings out a factor Sy_1 =

Performing the rescaling (q1,q) — v/2(q1,¢) we obtain the more convenient form

where we denote X(q, u) = —a h(q, p).

At the mean-field level, i.e. « = 0, the integral on ¢; can be performed by closing the contour of integration in
the upper half plane (the integrand is then analytic in ¢;), and taking into account the contribution of the pole at
q1(p) = iy/q* + /1. The scaling of this pole with p, ¢1 ~ ,ui notably leads to the stretched exponential decay of
the shape at large = with exponent 4/3. Here, at O(e) we cannot a priori performs this residue calculation since the
integrand is non analytic in ¢;. It seems however reasonable to assume that the behavior of Fy(z) at large |x| will
still be dominated by this pole in the integration on g;. At first order in O(e) the position of this pole is shifted as

Vi
And for the saddle-point calculation of the integral on ¢;, we can approximate
1 N 1
G+ +VE— Sh(V2V@ + 20 (= alw)a+a(p) — 5Aq(u))

qi(p) =i ( 02+ /i - aw) . Oq(p) = ih(iﬁu”‘*, p) = %\/ﬁ (2710g (2y/) + 147V/3 — 72) (78)

(79)

With
Aq(p) = V24 /@ + i)~ 01h(iV2u, ) = 24w¢%—6mwf+vﬁ (80)

(Through rescaling one shows that higher order terms in the series expansion of h(v/2 ¢ +q%,p) around q; =
i\/q* + /i do not contribute). Hence we have

5
amﬂ>=wﬁﬁfw“/ e

2im 2r 2qu(p) — $Aq(p)
L—T Lf—océ—q +oo q?(sqa+ I
~ 20271 /7 Sa— 1 die’ (W ﬁ)/ 42 1 i . e”%
(2m)+= 2im 0 (1 - 2(13v37 —63))ut — %
H4
ml=% du 1 apb aa
~ p—wap® = 81
¢ V2 /2271' a b Fonie x ) (81)
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e=0le=1 e=2 e=3
B at O(¢) —2/31—-0.298 £0.002 |0 0.235 +0.014
B conjecture|—2/3[—0.2876 & 0.0001 |0 0.100 £ 0.002

0 at O(e) 4/3 |1.410 £ 0.002 1.49+£0.01 |1.58+0.02
0 conjecture [4/3 [1.4246 £0.0002 |1.570 4 0.001|1.800 =+ 0.004

TABLE I: Predicted values for the exponents B and § from the O(e) calculation, and from the conjecture (the values are
averaged over the two Pade, and the spread is indicated), and compared to the conjecture using the value of ¢ determined
numerically in [44] (¢ = 0.355 4 0.001 for d = 3 and ¢ = 0.753 + 0.002 for d = 2) and [45] (¢ = 1.250 + 0.005 in d = 1).

Where we have used the fact that the dominant behavior of the integral on g is given by ¢ ~ 0, and we have introduced
the notation

—14/3 72 — 9log(8 1 3 468 — 9473 — 81 log(2
a=1+ \[W+72 Og()a , b:Z_TGa , d =1+ 7r\2f16 Og()a (82)

So that ap’ = pt — a4 + O(€?) and a/p® = (1 — & (13v/3r — 63))ut — a°% + O(a?). Note that, using { = e and
w4 n

a = —2¢/9, the O(e) value of b is consistent with the conjecture b = ﬁ which is quite natural: the exponent b gives

the scaling with u of the pole g (1) ~ u°. We know that momenta inside avalanches of sizes S scale with S as S e,

On the other hand, p is conjugate to S: pu ~ S~!, hence the conjecture q; (i) ~ /M%C. At large x, the integral on u
can now be evaluated using a saddle-point calculation. It leads to, at first order in ¢,

Fu(z) ~ Az e=Ca’
9-d/273-4 1
= (1+ 216a( V3m(27 — 7d) + 9(13d + 9(vE 8))))
d—21-2b 2-d 1

= = 1 —
B 2 15 3 1t3
36 —7V3 1 4
c=B3, B0 o 14 a
4 36 1-5 3 3
Following the conjecture on the value of b we can also conjecture
—2 —2
po_d=2+C=3) L d+g -
2(d+¢—1) d+¢—-1

Setting @ = 0 in the above result, we retrieve the large x behavior of f(li\/IF () using here a totally different route.
Lets us warn the reader that there is some uncertainty on the values of A and B since additional contributions could
come from the branch cut in ¢;. The values of C' and ¢ however should be correct. The resulting numerical values of
the exponents B and § are summarized in Table [I}

Note that can also be expanded in o and gives the prediction

_d_3g 1_d _3,4/3 2_d
2—53 x 373

§Fu(r) ~pss1  a il 27(;)/3 x (27r\/§ (—14d 21243 54)
+9 ((~4d+ 62%* + 8) log(x) + 13d — 24 (/% + 3) + 97)) (84)

Numerical obtention of the mean shape

The correction §.F4(g) can easily be obtained numerically using a numerical integration on the formula and
choosing a contour of integration for pas C = (1+e~ i Ri)u(l +63%R+). The precision of the numerical integration
can be tested against the exact results at small and large ¢, (see Fig. @ It can easily be Fourier transformed in any

dimension to find the correction 6.Fy(z):

(oo} d - 1
0Fi=1(x) = 2/ ﬁ cos(qz)oFa(q) , OFu(z)= 7
0 2

(2n) ¢ /000 dg] sz (q2)a% 6 Fa(q) (85)
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FIG. 6: In blue from left to right: O(e) correction to the mean-shape in Fourier space divided by —a, —6%@), in real space in
d=1, 6Fi(x) and in d = 2, §F2(x). The dotted line on the left is the theoretical small ¢ expansion up to O(¢*°) and the
dashed line is the large ¢ expansion . The dashed line in the middle and on the right are the theoretical large = expansion
. Middle inset: plot of 25 (6F1(0) — 6F1(0) — ©z*) (plain line), compared with the prediction (dashed line). Right

2
82 (2)=875(0)+0.06z (plain line), compared with the prediction (dashed line).

x

inset: plot of —

where J,,(x) denotes the Bessel function of the first kind. The large 2 behavior of these corrections agrees with our
prediction , to a surprisingly large extent (see Fig. @ Some properties of these corrections are their values at the
origin dF4—1(0) = 0.09227, 6F4—2(0) = 0.04912, the position where they cross 0, g = 1.2567 (d = 1), zo = 1.8286
(d = 2), the position of their minimum and minimal value, X, = 2.2783, F1(Zmin) = —0.02835, i = 2.6634;
Fo(Tmin) = —0.002980 (d = 2). We also investigate the presence of non-analyticities in the form of logarithm in the
short-distance behavior of the result. In dimension 1, the correction §F;(0) has a second derivative at 0 evaluated as
ag = 0F{'(0) ~ —0.512. By plotting 5 (6F1(0) — 6F1(0) — % a?), we shed the light on the non analyticity present in
0F1(z) at small z, which is found to be in very good agreement with (see Fig. @ In dimension 2, the dominant
non-analyticity predicted in compares very well with the plot of 5}‘2(@—5};22(0)-;-0.06952 at small z (the 0.0622 term
is a regular term which was not predicted by our calculations).

Adding naively these corrections to the mean-field result Fy(z) = F)M¥ (2)+ 6F4(z) then gives a result which suffers
from several problems. At large x it becomes slightly negative in d = 1 and does not have the right non-analytic
behavior at small x. The second problem can be cured by considering the reexponentiated Fourier result

Fila) = F' (q) exp (;ﬁi%) (86)
d

This result is still correct to first order in € and has the advantage of having the correct behavior at large ¢, ]:';eg(q) ~

2(1+ (24 B)a)g~*72* + O(€?). It is plotted in plain red in Fig. [7] Taking the Fourier transform of this result we

obtain a function F;*®'(z) which has now the correct behavior at small z but is still slightly negative at large z. On

the other hand the function

reg - 1 (S.Fd(l')
F, Q(m) =V exp <— exp <log(— log(.F(Ii\/IF(x))) + -Fcllv[F(x) log(fcllv[F(x)))> (87)

where A is a normalization constant ensuring that [ d%zF;®*(z) = 1, is correct to O(e) and takes properly into
account the change of exponent in the exponential decay of the shape at x = oo and is everywhere positive. However,
it doesn’t have the correct behavior at small z. Since Fi®'(z) and F®?(z) intersect themselves at some z., we
construct the function

Fit(a) = o (r@) @) + (0 - (@) F (@) (88)
where N is a normalization factor and r(z) is a function that interpolates smoothly between r(1) = 1 and r(c0) =0
sufficiently fast to obtain a positive result everywhere. Here we have chosen r(z) = e=o"/2¢* but this choice does not
matter drastically since all these functions are close to each others (see Fig. [7)). The result is still correct to O(e)
and has the right behavior at small and large z. It is plotted for d = 1 and d = 2 in plain red in and used for
comparison to numerical simulations.
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FIG. 7: Different mean shape Fy(z) correct at O(e) for d = 1 (left) and d = 2 (right). Dashed-blue lines: naive result
Fa(z) = FYF(x) + 6Fa(x). Dotted lines: F;#"(x) (largest at the origin) and F;®(z) (smallest at the origin). Red line:
regularized result 7, (z) used for comparison with numerics.

C1 C2 C3 Cq Cs Ce

Gaussian d = 1 1.5708 3 5.8905 11.67 29.1938 46.2

BFM d = 1: Theory|1.6944 3.8197 9.2703 23.3333 60.045 156.863

SR d = 1: Theory |1.6944 3.8197 9.2703 23.3333 60.045 156.863
+0.0798« +0.6196« +2.8c +11.4444« +37a +138.296«
~ 1.641 ~ 3.43 ~ 7.53 ~ 16.6 ~ 38.5 ~ 81
+0.001 +0.02 +0.16 +0.9 +3.7 +17

Gaussian d = 2 1.27324 2 3.3953 6 10.865 20

BFM d = 2: Theory|1.3734 2.5464 5.3435 12 28.1289 67.9111

SR d = 2: Theory |1.3734 2.5464 5.3435 12 28.1289 67.9111
+0.06482« +0.4110«x +1.6647« +5.7758« +18.6579« +58.0856«x
~ 1.3449 ~ 2.369 ~ 4.65 ~ 9.6 ~ 20.8 ~ 45.7
+0.0002 +0.006 +0.05 +0.2 +0.9 +3.6

TABLE II: Prediction for the universal ratios in dimension 1 (¢ = 3) and 2 (¢ = 2). Here a = —2¢/9. The values displayed are
the average over the two Pade and their spread is indicated (as an indication of the uncertainty).

Universal ratios
Here we compute the universal ratios in dimension 1 and 2 of the various mean—shap(es.) These are defined as
déx|z|?P Fy(x F) (o .
cp = M—pfdd(i)))Q W(&;Z. For p odd and in
dimension d = 2 one has to rely on direct numerical integration techniques. Fortunately, the exponential decay of the
shape at large = (which is known analytically) allows us to obtain an excellent numerical precision, we compute them
pertubatively in O(e) using

. In dimension 1 and for p even they are exactly obtained as ¢, =

_ J dtala P FY () M( [ dtajaf 8 Fa(z) 2fddm|x|2pf§“<x>fddz|x|p5fd<z>> )

T dilap FYT () (f dda|z|pFYF (2))” (f dda|z|p FYF (2))°

Table [[I| contains our results in d = 1 and d = 2. The even values in d = 1 are exact for both the BFM and (to
O(e)) the SR case. The odd values are results of numerical integration. The uncertainty on the numerical integration
is evaluated in d = 1 by comparing the result obtained using numerical integrations for even ratios to the exact ones.

The values in d = 2 are results of numerical integrations. We also give for reference in Table [[] the value of the
>

2 B
universal ratios for a Gaussian shape function (FGass(z) = ¢ 77 and FGauss(g) = £ )

T

Details on numerical simulations

Parameters of the simulations

For our simulations we have used 0 = 1 and dt = 0.02. The discretization in time is handled using an algorithm
similar to the one presented in [46]. The used values of dw and number of simulated kicks ngicxs are: dw = 0.1 and
Nhicks = 40 x 108 for the SR model; dw = 1 and nyiers = 100 x 10° for the BFM model. As discussed in the main
text, these simulations are performed in d = 1 for a line of size L = 2048 discretized with N = L points. For the SR
model, du is chosen as du = 5dw.
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FIG. 8: Blue: Measurement of the avalanche size distribution in the BFM model (left) and the SR model (right). Yellow curve

on the left: theoretical prediction for P(S) = pM¥(S) (no scaling parameter). The excess of small avalanches is an artifact due
to the discretization and does not affect the statistics of larger avalanches. Black dashed line on the right: power-law S -t

with 7§™ = 3/2. Red dashed line on the right: power-law S5 with TER ~ 2 — ﬁ ~ 1.11.

PDF of avalanche sizes and measurement of S,
The measurement of the PDF P(S) (plotted in Fig. [8) shows that the avalanche size distribution of both models

have a lower cutoff Sj,, ~ (LSL;%I)Q where SB*M ig always given by o/m?*. In the BFM model, we observe a scaling
regime P(S) ~ S—75" with BfM =3/2 =2~ ﬁ (¢B*M =4 — d) for S5, < S < SEFM. In the SR model, for

dpcBFM
Ssw <8 < S5y = Ssy > (du) <FTM | the interface does not feel the short-ranged nature of the disorder and we observe
a first scaling regime coherent with the BFM, P(S) ~ S~75" . In the SR model, S5} is measured as (52)/(2(S))
with the result S5 = (1.404:0.05) x 10° (statistical uncertainty given with 3 sigma estimation). For Sj, < S < SSR/

we observe a second scaling regime coherent with the known features of the SR fixed point: P(S) ~ S -75" with

ToR =2 ﬁ and our data are consistent with the value of ¢ numerically estimated in [45], ¢S® ~ 1.250 4 0.005

(see Fig. . These measurements allows us to identify the desired scaling regime and compare our simulations with
known features of the BFM and SR fixed point.

Details on the search for the seed

Let us now make a few comments on some subtle points and emphasize the importance of the algorithm used in
the main text to retrieve the seed of each avalanche. When we apply a uniform kick of size dw to the system, the
interface always moves from a small amount. As seen above and in Fig. |8 avalanches of size much smaller than
Ssw are very unlikely (note that the discretization procedure introduces another sharp, artificial, small scale cutoff
on the avalanches size: since each points moves at least during the first iteration of the algorithm with velocity
m?2dw/n, the avalanche cannot be smaller than Ledtm2w/n). After the first iteration, it is actually highly probable
that several points along the interface are still moving, each of them being the seed of an avalanche. With a high
probability, these small avalanches have sizes of order Ss,, and quickly perish, hence we do not analyze their shapes
(they are 'microscopic avalanches’). In the following we are only interested in the shape of avalanches of total size
S > 1> Ss, ('macroscopic avalanches’), which only occur with a small probability. When such an avalanche occurs,
since there is a large separation of scales with the small avalanches of order Ss,,, we expect its shape to be only very
weakly perturbed by the fact that other small avalanches could have been triggered after the kick. We neglect the
small probability that more than one macroscopic avalanche have been triggered by the kick. A crucial step is to
unambiguously identify, from the set of points still moving during the second iteration of the algorithm, which one is
the true seed of the observed macroscopic avalanche. This is what is accomplished by the algorithm explained in the
text: after n; iterations of the algorithm, all the small avalanches triggered at the beginning of the avalanche have
already stopped (thus in general n; has to be chosen sufficiently large). Identifying the maximum velocity inside the
avalanche at time n;, we are sure to have identified a point which is inside the macroscopic avalanche. The algorithm
is then devised to run within the history of the avalanche backward in time and always identify a point moving along
the interface which is in the correct cluster of moving points defining the macroscopic avalanche. This is illustrated
in Fig. 0]

Measurement of the mean-shape

We always only measure mean-shape with values of S well inside the desired scaling regime. The binning on the

values of the total size S is of 0.05, we construct a grid of total sizes with the values S; = 1 x (%)i’1 and avalanches
with total size S such that 0.955; < S < 1,05S; are rescaled as S — S;. The difference between S,SnR and SELFM and

758 and 78FM explains the difference between the chosen values of dw and n;cks for each model: these parameters

are adjusted so as to give a comparable numerical precision for the measurement of the mean-shape of interest (i.e.
large avalanches which provide a good spatial precision - for the same dw, one observes more large avalanches in the
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FIG. 9: Density plot of the velocity field v(x,t) inside an avalanche of size S = 1760 in the mean-field model (BFM) for d = 1
discretized with N = 128 points. Line in red: backward path produced by the algorithm to find the seed of the avalanche. The
inset illustrates the efficiently of the algorithm to identify, from the set of moving points of the interface just after the kick, the
true seed of the observed macroscopic avalanche. In this avalanche (at least) two points (at z = 32 and = = 57) still moves at
t = 2dt, but only the point at x = 32 is inside the cluster of moving points of the macroscopic avalanche and can be its seed.
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FIG. 10: The mean shape in Fourier space measured in simulations (left: BFM and right:SR), (plain lines, same color code as
Fig. E[) and compared to the theoretical predictions (dashed-black: BFM result, dotted-blue: naive O(¢€) result and dashed-red:

improved O(e) result (86).

SR model than in the BEM model). The shapes are rescaled onto one another using the value of ¢ given above and
determined numerically in [45]. The fact that they collapse (see Fig. using this value is another check that our
simulations are correct since they appear in agreement with the high-precision simulations performed in [45]. Let us
also present here the results analogous to Fig. [4 in Fourier space: see Fig. [I0]

Measurement of the non-analyticity at small z and fat tail at large ¢

To measure these observables with a good precision in d = 1, we use the models discretized using 2048 points.
We first obtain a smooth numerical mean-shape for the BFM and SR model by taking the average of several mean-
shapes obtained for various sizes (taken large to obtain a good spatial precision: for the BFM we use 20 shapes with
13575 < S < 100478, for the SR model we use 10 shapes with 7386 < S < 20095). The resulting shapes are shown
on the left of Fig. We also plot in Fig. the difference between the mean shape measured in our numerical
simulations of the SR model and the theoretical mean-field result in d = 1 and compare it with our theoretical O(e)
predictions. This notably highlights the efficiency of the reexponentiation procedure discussed previously. We then
directly study the small x behavior of these shapes, leading to the results presented on the left of Fig. [5l The study
of the large ¢ behavior is more tedious: at large x the mean shapes we obtained start to be dominated by the noise
present in our numerical results. This noise blurs the analysis of the large frequency content of the mean-shape.

We thus first smooth our results at large x result by using an exponential fit e~C=° with the theoretical value of &
previously obtained exactly for the BEM and using our conjecture for the SR model (see Table [l). This fitting
procedure is illustrated in Fig. By Fourier transform, we then obtain the results presented on the right of Fig.
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FIG. 11: Left: mean shapes obtained in the simulations of the SR model (red) and of the BFM model (blue) compared with
the O(e) result (dashed, black) and BFM result (dotted black). Right: blue (resp. red) large x behavior of the mean shape
measured in the BFM model (resp. SR model). To avoid the noise present at large x to dominate the large ¢ behavior of the
mean shape, we smooth our result at large x using an exponential ansatz as explained below.
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FIG. 12: Left: (resp. Right:) Black line: Difference between the mean shape measured in the numerical simulations of the SR
model in real space Fi(z) (resp. in Fourier space Fi(q)) and the theoretical mean field result FM¥ (z) (44) (resp. FMF(q) (5)).
Red line: theoretical O(e) result 6.Fi(z) (85) (resp. dFi(q) (66)). Red-dashed line: improved (through the reexponentiation
procedure) theoretical O(e) result F}°(z) — FMF (z) (88) (resp. Fi*®(q) — FM¥(¢) (86)). The reexponentiation procedure
chosen in Fourier space sensibly improves the accuracy of the result. Nevertheless, higher loop corrections will be necessary to
account for the remaining difference.

Measurement of the universal ratios
Here we describe the protocol used to measure the universal ratios. We measure the universal ratios defined in
using severall cutoff length £.,; for the integral on z (i.e. we consider different approximations of the universal ratios
it dalaPPF (@)
Cj(gcut) = (ﬁﬁt dm\w\”]ﬁ(z))
on the mean-shape Fj(z) numerically obtained for each possible total size S; (see above for the definition of the
binning procedure). Using these measurements we make sure that ., is chosen large enough so that the results are
not sensitive to its finite value. We also control discretization artifacts by studying the dependence of the measured
universal ratios ¢;({ey:) on the total size S;: for small S;, the avalanches extend only over a few sites and the mean
shape deduced from them is different from the one of the continuum theory, a difference that is seen in the universal
ratios. For large enough S;, the universal ratios become size independent and we reach the continuum regime. This is
illustrated for the two first universal ratios in the BEM model in Fig.[I3] In the end, the universal ratios are measured
by performing an average over various, large enough total sizes S;, leading to the values presented in Table [[TI}

z that should converge to the true universal ratios c; as £eur — 00). These are measured

C1 C2 C3 C4 Cs Ce
BFM d =1: Theory |[1.694 |3.819 [9.270 |23.334|59.255|156.863
SR d = 1: Theory ~ 1.641|~ 3.43|~ 7.53|~ 16.6|~ 38.5|~ 81
+0.001 |4+0.02 |+0.16 |£0.9 |£3.7 |17
BFM d = 1: Numerics|1.699 |3.83 9.3 23 59 143
+0.003 |+0.05 |+£0.3 |£7 +26 |+41
SR d = 1: Numerics |1.612 [3.16 |6.4 13.6 |27 57
+0.004 |£+0.03 |+£0.3 |£0.2 |[£2 +9

TABLE III: Universal ratios in dimension 1. First two lines: theoretical result for the BFM and O(e) theoretical result for the
SR universality class. Last two lines: numerical measurement in the simulations of the BFM and SR model. Error-bars for the
numerics are 3-sigma estimates.
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FIG. 13: Universal ratios ¢1(fcut) (left) and c2(£ewt) (right) measured in the BFM for various cutoff length 4.t = 4,6, 8,10, 12
(Blue, Orange, Red, Purple and Green) as a function of the total sizes S = S; = 1 x (£32)~'. For the BFM, as a consequence
of these plots, the results presented in Table [[T]] are averages on the universal ratios obtained for S > S; with i = 60 and
Lewr = 8 to obtain a result that do not depend on ., and is free of discretization artifacts as explained in the text. A similar
procedure is used for the SR model. Note that the important variations observed here for large ¢ are just a consequence of the
fact that only a few avalanches with the largests .S; have been measured, hence the statistical uncertainty on the measurements
of ¢;(fcut) increases when S; increases.
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