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Junctions of multiple one-dimensional quantum wires of interacting electrons have received con-
siderable theoretical attention as a basic constituent of quantum circuits. While results have been
obtained on these models using bosonization and Density Matrix Renormalization Group (DMRG)
methods, another powerful technique is based on direct perturbation theory in the bulk interactions,
combined with the Renormalization Group (RG) and summed in the Random Phase Approximation
(RPA). This technique has so far only been applied to the case where finite length interacting wires
are attached to non-interacting Fermi liquid leads. We reformulate it in terms of the single-particle
S-matrix, formally unifying treatments of junctions of different numbers of leads, and extend this
method to cover the case of infinite length interacting leads obtaining results on 2-lead and 3-lead
junctions in good agreement with previous bosonization and DMRG results.

I. INTRODUCTION AND CONCLUSION

A class of powerful theoretical approaches to junctions models the quantum wires as conformally invariant bulk
Tomonaga-Luttinger liquids (TLL).X 2 In the spirit of boundary conformal field theory, at low energies the junction
with its boundary operators should eventually renormalize to conformally invariant boundary conditions. Possible
fixed points of the renormalization group (RG) flow are then postulated, and their various properties, such as zero-
temperature conductance and operator scaling dimensions, are explored. Details of the RG flow, however, are largely
open to conjecture except in the vicinity of these fixed points. These approaches are often consolidated with the tech-
nique of bosonization, as the elementary excitations of TLLs are bosonic in nature, and various boundary conditions
imposed by the junction are often conveniently expressed in bosonic field variables.

An alternate formalism has been independently developed in the language of fermions.¢10 In the most primitive
version of the problem, the junction system without electron-electron interactions in the quantum wires is completely
non-interacting, characterized by a single-particle S-matrix. The interaction is then handled by perturbation theory;
an RG equation for the S-matrix is obtained, and we gain information about the conductance by solving for the
RG flow. The merit of such a formalism is that the exact crossover behavior between different fixed points can,
in principle, be found to any order in interaction; indeed, it has been found that a random phase approximation
(RPA) resummation of the interaction reproduces various scaling dimensions of the conductance known from bosonic
methods.& 20 (The term RPA has been used interchangeably with “ladder approximation” in Refs.|810.) Nevertheless,
when the interaction becomes sufficiently strong in a junction of three wires (a “Y-junction”), the fixed points and the
RG flow predicted by the fermionic approach and the bosonic approach begin to differ qualitatively. Also a careful
analysis reveals that the 8 function of the S-matrix beyond one-loop order contains non-universal terms,®? which
depend on the precise cutoff scheme of the theory and may potentially change its predictions.

To our knowledge, many aspects of the junction problem have not been explored in the fermionic formalism. One
such example is the well-known Maslov-Stone physics, 2112 which recognizes the distinction between a semi-infinite
TLL wire and a finite TLL wire connected to a Fermi liquid (FL) reservoir. It is predicted that the FL reservoir
(or “lead”) renormalizes the linear DC conductance: the conductance of a finite TLL wire attached to FL leads on
both sides is €2 /h, irrespective of the interaction strength; on the other hand, the conductance of an infinite spinless
TLL wire is Ke?/h, where K is the Luttinger parameter. The Landauer formula based on a perfectly transmitting
S-matrix alone cannot recover the Ke?/h result. The case of FL leads has been studied in Refs. |8-10, but the effects
of TLL leads on the conductance are not discussed.

The reasons are twofold for our interest in the effects of TLL leads on the conductance from the fermionic perspective.
At the fixed points well understood in the bosonic approach, such as the perfect transmission fixed point in the two-
lead junction and the chiral fixed points in the Y-junction, the agreement of these results in both approaches is a
necessary validation of the fermionic approach. On the other hand, for the fixed points eluding the bosonic treatment,
such as the maximally open fixed point of the Y-junction (known as the “M fixed point”),4210 these results can be
directly compared to numerics!? where available.

In this work, we adopt the RPA fermionic approach to study the conductance tensor for a generic multi-lead
junction in the presence of TLL leads. Our theory makes extensive use of the scattering basis transformation of the
non-interacting part of the system; as a result it is explicitly formulated on the basis of the single-particle S-matrix
(much like that in Ref. [7), and is formally independent of the number of wires. This stands in contrast to previous
RPA treatments of junctions attached to FL leads, whose formulation heavily depends on the parametrization of the
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FIG. 1. Sketch of the system with the number of leads N = 3.

conductance tensors, different for two-lead junctions® and Y-junctions.21® We derive a Landauer-type conductance
formula, appropriate for the renormalized S-matrix, and recover the additional contribution from the TLL leads to the
conductance, absent in the naive Landauer formalism. Our theory is applied to the two-lead junction and Y-junction
problems, where in addition to verifying existing results on the fixed points and the phase diagrams, the conductance
of the M fixed point attached to TLL leads is calculated. We summarize our findings below.

The system consists of NV quantum wires of interacting spinless electrons, numbered j = 1, 2, ..., N, meeting at a
junction which we choose as the origin z = 0. We align the wires so that they are parallel to the +x axis; see Fig. [l

We assume that in the absence of interactions the junction is characterized by a single-particle S-matrix, S;;/,
independent of the energy of the incident/scattered electron. This is expected to be valid at low energies in the
case of a non-resonant S-matrix, which we assume. We adopt a Tomonaga-Luttinger model for the electron-electron
interaction in wire 7,

My = [ drgd () vl (@) vin (@)l (7)1 0), (L.1)
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where ;1 r are low-energy left- and right-moving electrons in wire j, and gg (x — o00) is a constant. A finite

g} (00) # 0 corresponds to a TLL lead attached to wire j, while if ¢J (0c) = 0 the junction is considered to be
connected to an FL lead. We define a dimensionless interaction strength

aj (x) = g} (x) / (27vr;) (1.2)

where vr; is the Fermi velocity in wire j without interaction.

The linear DC conductance tensor Gj;r of the junction is defined by I; = >, G;;Vjr, where I; is the current
flowing away from the junction in wire j, and Vj/ is the bias voltage applied on lead j'. In the absence of interactions,
Gjj is given by the Landauer formula
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In the first order perturbation theory in «;, where the infrared singular corrections to physical observables are not
resummed using RG methods, attaching a junction to TLL leads as compared to FL leads changes its linear DC
conductance by
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In the first order RG-improved perturbation theory, the bare S-matrix will be replaced by the renormalized S-matrix
at temperature T in Egs. (IL3]) and (T4).



In the RPA “bare” perturbation theory, the linear DC conductance tensors of the same junction attached to TLL
leads and FL leads are related by

G™ = (1- GG ) G (1.5)

where 1 is the N x N identity matrix, and G_ ! is the contact resistance tensor between the wires and leads,

@, = (2) El-h o i

Here the bulk Luttinger parameter of the lead j is given by KJL = /(1 —a;(0))/(1+a;(c0)). In the RPA RG-
improved perturbation theory, the bare S-matrix is again replaced by the renormalized S-matrix at temperature T in
Eqgs. (L3) and ([LH).

For a Z3 symmetric Y-junction at the maximally open M fixed point, |S;;/ | =4/9— d;i7/3. When the junction is
attached to TLL leads with dimensionless interaction strength o and Luttinger parameter K%, at the first order the
conductance tensor is

Ly _ (48 e e
Gy - ( Rl sy (305, — 1) (1.7)

In the RPA, the conductance at M becomes

TLL,M 4K"  ¢?
G T 3KL+62n (385 —1). (1.8)

Egs. (L4)-(LY) are the main results of this paper.

The rest of this paper is organized as follows. Section [l elaborates on our model for a generic multi-lead junction,
and calculates its two-point Green’s function and linear DC conductance to the first order in interaction. Section [III
is based on perturbative RG, again to the first order in interaction. We derive the S-matrix RG equation in a Callan-
Symanzik (CS) approach® using the two-point Green’s function calculated in Section [IBl In conjunction with the
Kubo formula calculation, this establishes a modified Landauer formula involving the renormalized S-matrix in the
case of FL leads. An additional contribution to the conductance, Eq. (I4), is shown to arise from TLL leads. In
Section [[V] the conductance is found in the RPA to arbitrary order in interaction; we derive an S-matrix RG equation
in the RPA, and again find the conductance [Eq. (LH)]. Section [V] applies our results to the fixed points of 2-lead
junctions and Y-junctions at the first order and in the RPA. In particular, we find the conductance at the M fixed
point of a Z3 symmetric Y-junction attached to TLL leads, Eqs. (L) and (L8). Open questions are discussed in
Section [VIl In Appendix [A] we show details of the conductance calculations up to the first order in interaction. The
Wilsonian derivation of the RG equation for the S-matrix® is reviewed in Appendix [Bl Finally, the RPA conductance
calculations are explained in Appendix

II. FIRST ORDER PERTURBATION THEORY OF KUBO CONDUCTANCE

In this section, we establish the model Hamiltonian, and present our results for the linear DC conductance at the
first order in interaction.

A. Formulation of the problem

The system is modeled by a Hamiltonian consisting of three parts:

N
H = Z (Hé,wire + Hijnt) + HO,B- (21)
j=1
H&Wire is the non-interacting part of the Hamiltonian for wire j, quadratic in electron operators, while the quartic

Hfm term of Eq. (LI)) describes the electron-electron interaction in wire j. The boundary term Hy p is quadratic, and



is responsible for electron transfer between wires across the junction. For simplicity we assume that each wire only
supports one single channel, and ignore quartic interactions between wires, at the junction and between the junction
and the wires.

In the continuum limit of the model, on each quantum wire we retain right- and left-movers in narrow bands of
wave vectors around the Fermi points £kp;:
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where vp; is the Fermi velocity in wire j, the dispersion relation is £ = Ej; (k) = vp;k, and D < vpjkp; is the
high-energy cutoff. Left-movers 1, are incident on the junction, scattered, and turned into right-movers ¥ r; ¥,
and 1;/ g are not independent degrees of freedom, but related by the S-matrix of the junction [see also Eq. (2.3])]. The
quadratic part of the wire Hamiltonian now reads

by (2) ~ €FPT g (2) + e P () = {wm yeilmm e )e ) (mye i T ()
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To model the electron-electron interaction, we assume it is short-ranged and the system is away from half-filling,
so that the Umklapp processes are unimportant. We further ignore processes where two chiral densities of the same
chirality interact with one another, i/J}ngRw}L#/JR or wzz/}Lz/Jzz/JL; these g4 processesi? renormalize the Fermi velocity
but do not change the Luttinger parameter by themselves. For spinless fermions, this leaves us with only processes
involving two chiral densities of different chiralities, or go processes, w};z/Jszz/JL. The electron-electron interaction is
then represented by a spatially variant go term as in Eq. (I)).

Along the lines of Ref. |, viewing the electron-electron interaction as a perturbation, we can diagonalize the quadratic
part of the Hamiltonian. The resultant eigenstates, which form the so-called scattering basis, can be related to the
S-matrix in the low-energy theory. For non-resonant scattering, which we assume throughout this paper, the S-matrix
elements S;; (E) = S, are independent of the electronic energy E, and the single-particle scattering state incident
from wire j' with energy E’ reads

, > 1 —ivE—/@ t zUE—/m t
E0) =) ; dx\/ﬁ djjre i i (@) + Sjjre it () | |0) 4 -, (2.4)
j J

where |0) corresponds to the filled Dirac sea, and the omitted terms represent contributions from the junction area.
Inverting Eq. (Z4) we may express the original electrons ¢ in terms of the scattering basis operators ¢,

Yir (B Z/dE/ dx( 27TUFJ ) ( /—27rvpj8”6 >¢J( "

- Z/ d;:E ;/. SJJ ¢y (E') (2.5a)

Similarly

o i )

Now recast the Hamiltonian in the scattering basis. By definition, the quadratic part of the Hamiltonian is diagonal:

N
> H e+ o = Y [ dEE](E) 6, (B) (2:6)
= ;

We insert the scattering basis transformation into the interaction Eq. (II)). Allowing the energies to run freely from
—o00 to oo and calculating the energy integrals using the method of residues 12 we find
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FIG. 2. Diagrammatic representation of the electron-electron interaction.

Hi]nt B / d(EQQ Z / dEldE2dE3dE4 ¢l1 (E1)¢l2 (E2)¢l% (E3)¢l4 (E4) i(—E1+E2+E3 E4)UF]. S;llsjlz(sjlgéjh;
11121314
(2.7)
This is a plausible manipulation, seeing that the scattering basis transformation should not introduce additional
singularities at the band edge. Now

dE1dE>dEsdE,
H), = /0 drgl (x) ) / M@{MSM(ELEQ,E&E@ 2) & (E1) ¢, (B2) ¢}, (Es) ¢, (Ex),  (2.8)
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where we introduce the function

i(—E3+Es+E1—Eo)

i(—E1+Ex+E3—E
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Note that we have symmetrized the function o so that 9{112l3l4 (q1,42,93,q4;) = 9g314l1l2 (g3, q4,q1,q2; ). This inter-
action is diagrammatically represented by the symmetric vertex in Fig. We may well opt not to symmetrize g;
however, the two created electrons ¢11; and gsl3 (or the two annihilated electrons gals and g4l4) would be inequivalent
in that case, and the diagrammatic bookkeeping would be more difficult.

B. Two-point Green’s function

The first observable we are interested in is the retarded two-point Green’s function:

B ip (a3t — 1)) = —if (t_t')<[¢m (w.t), ), (2, t)D (2.10)

which describes the response of right-movers at coordinate z in wire j to left-movers at z’ in wire j'. Intuitively,
when z and 2’ are far away from the junction, we expect this object to be related to the probability amplitude for a
left-mover in j' to become a right-mover in j, through scattering of the junction. This probability amplitude is none
other than the S-matrix element, S;;;. The usefulness of this two-point function lies in retaining both the magnitude
and the phase of S/, in contrast to the linear DC conductance which only involves |.S;;/ |2 and does not directly carry
the phase information.

To calculate this retarded Green’s function, it is convenient to consider its imaginary time counterpart which

has a simple perturbation theory, G;g ;-1 (z, 2’57 —7') = — <TTz/JjR (x,7) z/J;,L (x’,T’)>, where T is the imaginary
time-ordering operator. Using Eq. (2.1), this becomes
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Switching to the interaction picture, we perform a Wick decomposition of the time-ordered product, go to the fre-
quency space and sum over the Matsubara frequencies. The retarded correlation function is then obtained by analytic
continuation iw, — w™ = w + in, where the 1, — 0T limit is taken. The energy integrals are calculated afterwards,
followed by real space integrals [which appear in Eq. (2.8])] in the end. As the perturbative calculation of the two-point
function is similar to but less intricate than that of the conductance (see Section [[LC]), we choose not to present the
details for the two-point function, and only outline the results here.

To the first order in interaction, in the limit x, ' — oo, the result is

jot (= =’
Gy (2,2/507) = (—2mi)e (= “Fﬂ)sfj(,” (wh), (2.12)

where the first order “dressed S-matrix” S9() is given by

' %) de’
S;ij(/l) () =S —1i Z/O dy oy, (y) G
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VUFn

np () = 1/ (e#°+1) is the Fermi distribution at temperature 8 = 1/T, and o, (y) is defined in Eq. (L2). For a

non-interacting system S’;i;,l) (e) = Sj;7; this is in agreement with our intuitive expectation.

We now perform the y integral in a simple model. Let us assume that the junction is connected through wire n to
a TLL or FL lead at # = L,; in other words, when z > L,, a, (z) = «, (00) becomes a constant independent of x
and day, (z) /dx = 0. We further assume that the interaction inside the wire is also uniform, i.e.

aj (z) = a; (0) + [aj (00) — a; (0)] 0 (z — Lj) (2.14)

where 6 (x) is the Heaviside unit-step function. Integrating over y:

S5 (€) -2 / de' "F (S SrinSny [ (@ (50) = an (0)) ¥V 4 (0)
S Sunbim [(an (00) — an (0)) e 2 )5Er 1 a (O)D . (2.15)

The ¢ integral is infrared divergent, which prompts an RG resummation of leading logarithms. We will determine
the renormalization of the S-matrix using Eq. (2.I5) and discuss its implications in Section [TIl

C. Kubo conductance

We now compute the linear DC conductance in Kubo formalism. The current operator at coordinate x in wire j is
first written in terms of the fermion fields:

Ij (z) = evp; (%T-R%‘R - %T-L%L) (). (2.16)

Note that ] ;j is not changed by the interaction; it is proportional to the commutator of the electron density with the
Hamiltonian, but the interaction commutes with the electron density. Using Eq. (2.35]) we find the imaginary time
correlation function Q; (x,2';7 —7') = — (T 1; (x,7) Ijs (2/,7")) to be



FIG. 3. Diagrams contributing to the linear DC conductance at the first order in interaction. The second line shows the
self-energy dressed bubble diagrams, while vertex correction diagrams are in the third line.
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The imaginary time-ordered expectation value should be evaluated in the Heisenberg picture. The linear DC conduc-
tance G+ is then given by the retarded current-current correlation function €2,

ij/ (,T,,TI) = lim lim i [ij/ (w,x’;w+) — ij/ (,T,,TI;O)} N (218)

w—0 Nw—0+ W

where again wt = w + in,. The coordinate dependence should vanish in the w — 0 limit, since where exactly we
apply the bias or measure the current is inconsequential in a DC experiment.412

Eq. 2I8) is now calculated in perturbation theory as in Section[[TBl Some details of this mostly standard calculation
are given in Appendix [A} here again we only show the final results.

Feynman diagrams involved in the first order are shown in Fig.[3l In the absence of interaction, we have a single

bubble diagram which leads to the usual linearized Landauer formula:1

2
e
GO = & (5jj, - |Sjj,|2) (2.19)

’
73 2

Higher order diagrams can be classified into two basic types, namely self-energy diagrams and vertex corrections. At
the first order, contributions from self-energy diagrams can be integrated into a Landauer-type formula:

2
SE _ € d
G\ + G = = (5jj, — / de [~y (€)] ‘sj;,” ()

2) (2.20)
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where the first order “dressed S-matrix” S9(Y) has been defined in Eq. (ZI3)). The vertex corrections, on the other
hand, contribute a completely different type of term:

2 [e'e]
(1),VC N et dy
ij’ (z,2') = _%Z;/O —an (y)

VFn
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Integration by parts gives us

2iwtT [V o+ o+ v o+ Yu o+ d
= / dyan () € Trn = ap (yu) €T — a () T — / dy e oty Lon) (2:22)
UFn Jy u dy

where y,, can be vp,x/vp;, VP2’ /vpy or oo, and y; can be vpnx/vFj, VEpz'/vp; or 0. We can let z and 2’ be
sufficiently large so that y, > L, is always satisfied; thus in the da,,/dy term in Eq. (222), y, may be replaced by
L.

If y, — oo, the a,, (y,,) term damps out due to the small imaginary part 7,,, and Eq. (2:22]) becomes in the w — 0
and 1, — 0 limit

2' + Yu iw y Ly, d "
. / dya, (y) e’ T = —an (Y1) — / dyw = —ap (Ln) = —an (00) . (2.23a)
UFn Jy, Y dy

On the other hand, if y,, is finite, the ay, (y,,) term will survive the w — 0 and 7,, — 0 limit:

2iwt [V iwt Y b do (y
/ dyon, (y) M v = an (Yu) — an (Y1) — / dy d ) = an (Yu) — an (Ln) = 0. (2.23b)
UFn Y1 Y Y

Therefore, taking the DC limit explicitly in Eq. (221]), we find wire n contributes to the vertex correction only when
it is attached to a TLL lead, and the interaction inside the wire is immaterial:

GOV (r,0') = o 37 a0 (00) (50— 155al7) (g — 105 ) (2.24)

When a, (00) = 0, as is the case for any wire n attached to an FL lead, the vertex correction due to n vanishes.

III. FIRST-ORDER CALLAN-SYMANZIK PERTURBATIVE RG

In this section, we analyze the result of Section [T from the perspective of the CS formulation of RG,® and present
a modified Landauer formula involving the renormalized S-matrix in the case of FL leads, supplemented by vertex
corrections from TLL leads.

In the CS formulation of RG, we start from a field theory with a running cutoff D, and calculate low-energy physical
observables (in our case the two-pointed retarded Green’s function G?R) ;. (w) and the linear DC conductance tensor



G;;) as a function of the running coupling constants of the theory (in our case the S-matrix elements S;;/ (D)). This
is once again accomplished by perturbation theory in interaction, in formal analogy to Section Il However, the crucial
difference is that we are now expressing certain low-energy physical quantities in terms of running coupling constants,
whereas in Section [Tl we calculate the corresponding renormalized quantities in terms of bare coupling constants. We
require that when D is greater than the energy scales at which the system is probed, namely the finite temperature
T and the finite frequency w, G?R) ;o (W) and G should be independent of D. Therefore, by allowing the cutoff to
run from D to D — §D, where 6D < D, we can find the RG equation satisfied by the coupling constants S;; (D).

We first apply the CS perspective to the retarded Green’s function G?R) S (w). Reducing the cutoff from D to
D — 6D and demanding the right-hand side of Eq. (Z.12) be a scaling invariant, we find

d(1) _ od(1) d(1)
6Sjj, (w,D):Sjj, (w,D) — SJJ (w,D—6D) = (3.1)

where S?J(,l) (e, D) is Eq. (ZI58) with the € integral going from —D to D, and all S-matrix elements understood to be
cutoff-dependent, S;;; — S, (D). To the lowest order in §D, Eq. (3.I)) is equivalent to

8S;i (w, D) = Sjj (w,D) — ( D —-6D)
-3 [ "F = D (S8 [ (a0 (00) — 0 (0) ), (0)]
8 Sndyrn [(an (00) = e (0)) e =N 10, 0)]) (3.2)
where f(m f(D sD) —i—f (D=0D) stands for integration over fast modes.

If D 2 |w|, € —w can be approximated as 2D, thus giving rise to a scaling contribution O (6D/D). If D 2
Vpn/ Ly, exp (+i2DL, /vr,) oscillates rapidly with D and is negligible; on the other hand, when D < vp, /Ly,
exp (£i2D L, /vp,) ~ 1. Finally, if D > T, the factors np (D) = 0 and np (—D) & 1 are approximately independent
of D. Therefore, to O (6D/D), Eq. (82) predicts that

868, = — (Z n (D) Sjn Sk, Snjr — aj (D) Sjj5jj,> : (3.3)
independent of w, provided D 2 max {|w|,T}. Here we have defined a cutoff-dependent interaction strength

_ { an (0), D Zvpp/Ly

an (D) = . (3.4)
ap (00), D Swvpp /Ly
This means the renormalization will stop at the energy scale of the incident/scattered electron or the temperature,
whichever is higher. In addition, the energy scale associated with the inverse length of wire n, vg, /L, determines
whether the renormalization due to that wire is controlled by interaction strength in the wire oy, (0) or that in the
lead a, (00): the effective interaction strength crosses over from «,, (0) to ay, (00) as the D is reduced below vpy, / Ly,.

We are now in a position to write down the RG equation for the S-matrix valid to O («). Restoring the explicit
cutoff dependence, we have

W‘ Zan (D) Sz, (D) Syjr (D) = 3;nSnn (D) 6,5 (3.5)

where the RG flow is cut off at the temperature 7. This is the equation given in Refs. |6, and [7. It can be readily
checked that Eq. (30 preserves the unitarity of the S-matrix.

We pause to remark that, as the cutoff is reduced below the inverse length of one of the wires, renormalization due
to that wire is governed only by the lead to which that wire is attached. This is reasonable because a junction of
finite-length TLL wires attached to FL leads should, at low energies, renormalize into a junction connected directly
to FL leads. 4812

Intuitively, once the renormalization stops in Eq. ([B.5]), the renormalized S-matrix should represent the non-
interacting part of the low-energy theory of the junction, and can be taken as an input to the Landauer formalism.
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FIG. 4. Dressing of the first order vertex correction diagrams by the first order self-energy diagrams.

However, such an argument does not address the role of the low-energy residual interaction, which turns out to be
especially important in the case of TLL leads. Also, in principle, the Landauer formalism is well-founded only in the
absence of inelastic scattering. We therefore continue to study the conductance in the CS formulation, which fully
exposes the Maslov-Stone physics, and in particular, possible deviations from the Landauer predictions.

Beginning from the simplest case where all leads are FL leads, a, (00) = 0 for all n, the vertex correction Eq. (2:24)
vanishes, and the full linear DC conductance to O () is given by Eq. (2220). Again reducing the cutoff from D to
D — 6D and demanding the right-hand side of Eq. ([2.20) be a scaling invariant, we have

| deloniete

Since the derivative of the Fermi function is peaked at the Fermi energy with width 7', the [;,, integral in Eq. (B.6])
approximately vanishes while D 2 T'; Eq. (8.6]) is thus automatically satisfied if Eq. (B.I)) is enforced. The implication
is that, at least in the case of FL leads, the renormalization of the conductance can be fully accounted for by the
renormalization of the S-matrix. Once the cutoff D is reduced to the order of T', the perturbative correction to the

S8 D) + [ delone @) [(55 . 0) 05 (e D)+ ] =0 (36)

Ji’ I Ji’

S-matrix S;-ij(,l) (e, D) — S (D) vanishes to the scaling accuracy; thus S;;» (D = T') may be used to approximate the
dressed S-matrix in Eq. (220), and the conductance for a junction connected to FL leads is given by the modified
Landauer formula,

e2

o (%" — 1S5y (T)IQ) ; (3.7)

where the S-matrix is now fully renormalized according to Eq. (B3], with the cutoff reduced to the temperature T
This is the Landauer-type formula invoked in Refs. |6, and 7.

When some of the leads are TLL leads, corrections of Eq. (224)) must also be taken into account. It is important
to note, however, that in a CS analysis of the total conductance, Eq. (8] remains valid to O («). This is because
as the cutoff is lowered, Eq. (Z24) contributes additional terms of the form of a (00) S*3S to Eq. (B:6). However, by
Eq. (), 65 is O (a); hence a (00) $*6S is O (a?), and is negligible to O ().

To calculate the total conductance at D = T with TLL leads, we go slightly beyond the first order and dress the
O () vertex correction diagrams with O («) self-energy diagrams, shown in Fig. @l The bare S-matrix in Eq. (2:24)
is then replaced by the dressed S-matrix, SI(1):

FL __
G =

2 1 2
GIPY (0.0') = =5 3 pan (0) (350~ [ der [ el [5327 )[)

« <5m-/ - / des [l (e2)]

si@)). (38)
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-

(b) P = > +

FIG. 5. The RPA diagrammatics: (a) effective interaction in the RPA represented by thick wavy lines; (b) dressed propagator
in the RPA, to O (6D/D) in RG, represented by thick straight lines; and (c) diagrams contributing to the Kubo conductance in
the RPA. The dressed propagator in (b) is calculated to O (6D /D) only, because higher order terms in §D/D do not contribute
to the renormalization of the S-matrix [Eq. (#2])]— see Section [[T]l for an explanation in the first order context. (a) and (c) do
not involve truncation at O (§D/D) because any renormalization of the interaction [Eq. [@3])] and the conductance [Eqgs. (@)
and (£I)] can be attributed to the renormalization of the S-matrix. Note that (c) features a thin interaction line (rather than
a thick one) to avoid double-counting.

This allows us to repeat our previous analysis for the case of FL leads, and further approximate S;.ij(,l) by S, (D =T).
Thus the TLL leads contribute an additional conductance of

e? ay, (00
G- = -3 O (51 (1)R) (s 1S (D). (39)

Egs. (33), B2 and (B3] provide a comprehensive first-order picture for non-resonant tunneling through a junction:
the interaction renormalizes the S-matrix, the renormalized S-matrix determines the conductance through a Landauer-
type formula if the junction is connected to FL leads, and the residual interaction further modifies the conductance
if the junction is attached to TLL leads. As will be demonstrated in Section [[V], this picture is by no means limited
to the first order.

IV. S-MATRIX RENORMALIZATION AND CONDUCTANCE IN THE RPA

In this section, we extends our first-order RG analysis in Section [II] to arbitrary order in interaction under the
RPA.210 The correlation function Eq. ([2I7) is perturbatively evaluated for both self-energy diagrams and vertex
corrections by the same procedures, except that the interaction is dressed with ring diagrams; see Fig. We
subsequently find the S-matrix RG equation in the CS scheme and express the conductance in terms of the renormalized
S-matrix. This is once more a straightforward calculation, and we simply present the outcome, leaving the details for
Appendix

Introduce the shorthand W, (D) = |S;;/ (D)]*. The RPA self-energy diagrams give rise to a modified Landauer
formula:

62

Gy = 5= 18i5r = Wiy (T)], (4.1)

where the renormalization of the S-matrix is governed by a generalization of Eq. (B.3)),
s, (D) 1 . ;
- CZJIJT = _5 Z [Sjnl (D) Hﬂlnz (D) Sn2n1 (D) Snzj’ (D) - 5j’n1Hn1n2 (D) Sﬂzﬂl (D) 5712]} . (42)
ning

The RPA-dressed interaction is
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where

14+ K;(D)

iy = Qi (D)0 Q; (D) = 7=y

(4.4)

with K; (D) = /(1 —a; (D)) /(1+ a; (D)) being the cutoff-dependent “Luttinger parameter” for wire j; o (D) is
given in Eq. (84). To lowest order in «;, II;; = §;;c;. When all wires of the junction are attached to FL leads, in
parallel with the O («) calculation, Eq. ([@1]) captures the entirety of the conductance. This is in agreement with the
Kubo formula calculation in Refs. |8-10 in the language of chiral fermion densities.

When some wires are attached to TLL leads, they again provide important corrections to the DC conductance. All
RPA vertex correction diagrams dressed with RPA self-energy evaluate to

62

GTLL _ oFL _ _—
77 77 27T

1
anng [5jﬂ1 - anl (T)] Englng [5ﬂ2j' - anj' (T)] ) (45)

where the residual effective interaction is

m =2[Qv —w ()], (4.6)

and Q" is given by Eq. [4) with K; replaced by K} = /(1 — a; (00)) / (1 + a; (0)), the Luttinger parameter of
the lead.
Remarkably, if we define the DC contact resistance tensor between the wires and leads,

@, =(2) 10 o )

then Eq. (@3] can be formally recast as

GTLL _ (I_GFLGc—l)*l GFL, (4.8)

where 1 is the N x N identity matrix. The same relation has been derived in Refs. 4 and |5, which assume that the
DC contact resistance between a finite TLL wire and an FL lead is not affected by the junction at the other end of
the TLL wire. This intuitive assumption is reinforced by our calculations.

We emphasize that the inclusion of the vertex correction diagrams does not change the renormalization of the
S-matrix, Eq. (£2). The reason for this is as follows. Eq. [@2]) results from dressing the single particle propagator
as shown in panel (b) of Fig. The conductance is calculated in perturbation theory by replacing all bare single
particle propagators (the thin lines) with the dressed ones (the thick lines) in the basic bubble diagram and the
vertex correction diagrams; or equivalently, by replacing all bare S-matrix elements with the ones dressed with the
RPA self-energy. As with the case at the first order, the RPA vertex correction diagrams do not introduce additional
cutoff-sensitive integrals, and all cutoff-sensitive integrals originate from the dressed S-matrix. Therefore, the dressed
S-matrix should be a cutoff-independent quantity when we apply the CS scheme to the conductance, regardless
of whether the vertex correction diagrams contribute to the conductance. Eq. (£2) is thus independent of vertex
corrections.

Egs. @I)-{3) are the central results of this paper. They show that at least in the RPA, in addition to the
Landauer-type formula, TLL leads give rise to important corrections to the linear DC conductance which are also
given in terms of the renormalized S-matrix. In the remainder of this paper, we implement these results in non-resonant
tunneling through 2-lead junctions and Y-junctions.
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V. FIXED POINT CONDUCTANCE

In this section we evaluate the conductance at several established fixed points of 2-lead junctions and Y-junctions
attached to FL leads and TLL leads. The analysis is carried out at the first order in interaction [Eqs. (8.1) and (3:9])]
and then in the RPA [Eqs. (@) and ([&3))]. In particular, we will examine the conductance of the maximally open M
fixed point in the RPA for the Z3 symmetric Y-junction.

For simplicity, the interactions are once more modeled by Eq. (Z14)). We write «; (0), the interaction strength in
wire j, simply as a;; also when the junction is connected to TLL leads, we assume the interactions in wires and leads
are uniform and identical, i.e. a; (00) = ;. Of course, by definition «; (00) = 0 for FL leads.

1. 2-lead junction

In a 2-lead junction of spinless fermions away from resonance, solving the S-matrix RG equations [Eq. (3.1) at the
first order and Eq. (£2) in the RPA], we find that the only fixed points are the complete reflection fixed point [the N
(Neumann) fixed point] and the perfect transmission fixed point [the D (Dirichlet) fixed point].&:#

At the N fixed point W35 = 0, the two wires are decoupled from each other, and we find the obvious result that
the conductance GN;'t = G2 = o, irrespective of what leads the junction is attached to.

On the other hand, at the D fixed point W35 = 1, the backscattering between the two wires vanishes. With FL
leads G2;Ft = (62/271') (205 — 1), as predicted by the naive Landauer formula; with TLL leads, Eq. (8:9) predicts

Ji’

D,TLL _ o+ ag) €2
Gy = <1 B — ) 5 (2057 = 1) (5.1)
at the first order, and Eq. (48] predicts
2K1K2 62
Gt = e o (267 — 1) (5.2)

T K+ Ky 2

in the RPA. Here the RPA has recovered the famous result for the conductance of two semi-infinite TLL wires.1?

2. Y-junction

Even at the first order in interaction, the RG flow portrait for a Y-junction is more complicated than the two-lead
junction.” Solving Eq. (3.5), we find a “non-geometrical” M fixed point whose existence and transmission probabilities
generally depend on the interaction strengths, in addition to the “geometrical” fixed points N, A; and x*. Provided
the interactions are not too strong, these are also the only fixed points allowed in the RPA.X% N (complete reflection)
and A; (asymmetric) can be obtained by adding a third decoupled wire with label j to the N and D fixed points
of the two-lead junction respectively. The conductances at N and A; are therefore a trivial generalization of the
two-lead case, and we will focus on x* and M alone.

At the chiral fixed points x*, in the absence of interaction, an electron incident from wire j is perfectly transmitted
to wire 7 + 1 (here we identify j + 3 = j); thus the time-reversal symmetry is broken. The W matrix is given by
Wjj/ = (1 — 5]‘]‘ $€jj/)/2, where the anti-symmetric tensor €547 is defined by €12 = €23 = €31 = 1, €91 = €32 =
€13 = —1 and €;; = 0. At the first order, inserting the W matrix into Eqgs. (37) and B3), we find G;‘;’FL =
(e?/2) (38,5 — 1 £ €;50) /2, and

2

+ TLL + FL e’ 1 3 1
G;Cj/ - G;Cj, = —%5 |:(O(j + O(j/) (5 — 6jj’) + 5 (041 + oo + CY3) (1 - 5jj’ + Ejj’) . (53)

In the RPA, on the other hand, Eq. (@8] gives the conductance at x* with TLL leads as

2£ K; (Kl + K>+ K3) 0550 + (:l:KlKQKgEjj/ — KjKj/)
2 K1—|—K2—|—K3+K1K2K3 ’

£ TLL
G = (5.4)
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which agrees with the result of bosonization analysis.2

The presence of the M fixed point can be inferred in a Z3 symmetric time-reversal invariant Y-junction with
attractive interactions: in this system, N is unstable, A; is forbidden by Z3 symmetry, and x* are forbidden by time-
reversal symmetry, so there must be at least one stable fixed point. The W matrix has generally interaction-dependent
elements at M. At the first order,

2
ajogasz /o Y
ajagtazaztazag v J =1

W = .
JJ {(1 _ arazas/a; ) (1 . aiazag /o ) j # j

aroetozasztaszan aroagtozaztaszon

(5.5)

We see explicitly that M obeys time-reversal symmetry, W;;; = Wj,;. Demanding 0 < Wj;» <1, we find that at the
first-order M can only exist in the following situations: 1) a1, @z, ag > 0; 2) a1, az, a3 < 0; 3) a1 > 0, @z > 0,
ag < —ag, a3 < —ag; 4) ag <0, as <0, az > —ay, ag > —ag; and situations equivalent to 3) and 4) up to permuted
subscripts (e.g. (a1, a2, as) — (az, a1, a2)).

Substituting Eq. (@3] into Eq. (39), we find that at the first-order the conductance at M obeys

e? (a1das)(astas)(aitas)

_e 2 ) i=
GM’TLL _ GM7FL N { 27 2(061062+0c2a3+a3a1)3 Oéj (011 —+ 9o + Qs Oéj) ] =1 (5 6)
Ji’ Jjit 2 . . ’
% (O;?Zfizf;jaiigas;t;?’) [ajaj’ (1ae + asag + agaq) — _(a;?—i(:?) N E
Note that for Z3 symmetric interactions (a; = «), Wj3 = 1/9+ §;5//3 becomes independent of the interaction
strength. Now W, produces the maximal transmission probability 8/9 allowed by unitarity in a Z3 symmetric
S-matrix, and at the first order G%}TLL - G%I,’FL = —(8/27)a (e?/2m) (26;; — 1). Compared to FL leads, TLL

leads enhance conductance for attractive interactions and reduce conductance for repulsive interactions, as with the
two-lead D fixed point.

In the RPA, the W matrix of the M fixed point is generally cumbersome, but reduces to the aforementioned
maximally transmitting W matrix for Z3 symmetric interactions. Eq. ([E38]) then gives

4K €?
GM,’TLL — ,—1). 5.7
37 5K + 627 07 V) (5:7)

This result supports the findings of Ref. [13. There the M fixed point conductance of a Y-junction of infinite TLL
wires is computed numerically using density matrix renormalization group (DMRG), and conjectured to be

2K~ e?

G — — =1
7 2K + 3y — 3K~ 27w

(38550 — 1), (5.8)

where it is suggested that the dimensionless parameter v is 4/9 based on the non-interacting limit K = 1.

VI. DISCUSSION AND OPEN QUESTIONS

In this paper, using the fermionic RG formalism, we calculated the linear DC conductance tensor of a junction of
multiple quantum wires. We showed, both at the first order and in the RPA, that a junction attached to FL leads
has a conductance tensor which obeys a linearized Landauer-type formula with a renormalized S-matrix. TLL leads
modify the conductance through vertex corrections, and the conductance with FL leads may be heuristically related
to the conductance with TLL leads through the contact resistance between leads. In this section, we would like to
discuss some of the questions left open in our approach.

First, we have assumed that scattering by the junction is fully described by operators which are quadratic in
conduction fermions and independent of other degrees of freedom. Local operators quartic in fermions are ignored,
among others. This does not pose a threat to the first-order calculations, because any quartic local operator has a
scaling dimension of at least 4 x 1/2 = 2 in the non-interacting case, and is necessarily highly irrelevant. However, it
has been shown that sufficiently strong attractive bulk interactions can render quartic boundary operators relevant.4
An example is the electron pair hopping operator at the Z3 symmetric Y-junction, 1/)IL1/)IR1/)38951/)3 (x =0)+hc.: itis
of dimension 3/K at the asymmetric fixed point A3, where K is the Luttinger parameter of all three wires, and As sees
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wire 3 decoupled from perfectly connected wires 1 and 2. Apparently, for very strong interactions K > 3, this operator
becomes relevant and can potentially dominate the physical properties of the stable fixed point. Unfortunately, the
present RPA analysis does not predict a scaling exponent consistent with this operator;!? it is hence incomplete in
this regard, and should not be carried too far into the regime of strongly attractive bulk interactions.

A related issue is the existence of the D fixed points in the Y-junction. Predicted by the bosonic approaches
but not the fermionic ones,;21% these fixed points are only stable for strong attractive interactions. They are most
notably characterized by Andreev reflections, even when electron-electron interaction is absent in the bulk. This
hints at multi-particle scattering at the junction, and rules out the possibility to represent the D fixed points by
single-particle S-matrices. (Single-particle S-matrices with particle-hole channels are not feasible either since the D
fixed points respect particle number conservation.)? The D fixed points are not predicted by the fermionic approaches,
because the latter are based on the ansatz that the junction is always described by a single-particle S-matrix along
the RG flow; but such an ansatz will likely be invalidated if, for instance, relevant quartic boundary operators are
present. We are thus led to believe that the lack of D fixed points in the present RPA analysis does not refute their
possible stability when the bulk interactions are strongly attractive.

On the other hand, even when the bulk interactions are relatively weak, it is not a priori clear to what extent the
RPA is successful. In the Tomonaga-Luttinger model (which we have adopted in our bulk quantum wires), the RPA
is known to be exact due to the interaction which separately conserves the numbers of right- and left-movers.22 This
is no longer the case once right- and left-movers become mixed up by the scattering at the junction. It has been
pointed out that going beyond the RPA changes the renormalization of the S-matrix away from the “geometrical”
fixed points, although all universal scaling exponents stay the same.22 As for the “non-geometrical” M fixed point in
the Y-junction, its position is generally shifted when we go beyond the RPA. Remarkably, however, if the interaction
is Z3 symmetric, not only the W matrix but also the scaling exponents at the M fixed point remain identical with
the RPA results up to the third order in interaction.? The agreement of our RPA result with the numerics of Ref. [13
is suggestive, but more work on vertex corrections is required to verify the validity of our RPA conductance at the
Z3 symmetric M fixed point with TLL leads, Eq. (LS).
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Appendix A: Details of zeroth and first order perturbation theory

In this appendix we present some of the crucial steps in the perturbative calculation of the conductance up to
the first order in interaction, which lead to Eqs. (Z20) and (224). We go through the standard procedures for the
conductance calculation at the zeroth order in interaction, then highlight the treatments specific to the first order.

1. Zeroth order

At the zeroth order, there is only one bubble diagram for the current-current correlation function. Wick’s theorem
gives

(Tr61, (1,7) 05 (2,7) 0], (€1 7) 0 (5.7 )
= —0j,510 (€2 — €1)Gj, (€2, 7 —7") 85,350 (1 —€5) Gj, (€1, 7 — 7). (A1)

Here G is the free scattering basis Matsubara Green’s function G; (E,iwy,) = 1/ (iw, — E), wy, = 2n+1)7/8. We
have dropped the H subscript in Eq. (217 when switching to the interaction picture. Going to the frequency space,
doing the standard Matsubara sum

nrg (EQ) —nNg (El)
_me + E2 - El ’

1
3 > Gjy (Bayiwn) Gj, (By,iwn — ipm) = (A2)

TWn
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where p,, = 2mm/ is a bosonic frequency, and performing analytic continuation ip,, — w™ = w + in, (., — 07)
yield the zeroth order retarded correlation function,

i(ez—er) 32 — o2
9(02 /. — /d de ) nF( ) F (vF] vFj’)
i (@) 27r2h§ crdea= —w++e2—61 e

’

I (vt vi) 15,2 e ) (i) 15,52 (e )] (A3)

We have done the j; and jo sums using unitarity of the S-matrix. Employing contour techniques, we integrate over
€1 on (—00,00) for the term proportional to ng (e2), and integrate over €3 on (—o0, 00) for the term proportional to

ng (€1):

QS‘S) (3:,3: w+)
2 iwt x @l iwt z gy z’
e des (21) np (€2) | ;e YFi VR | (0 — |G ]2 e (“Fj ”Fj/>
2 >2 3J 3J
T
62 iw+ uz-_UZ/ 2 iw+<%+u2/ )
_W/del 2mi)np (e1) |50 17 P L =0 =[S e A (A4)
0

We note that the | S/ j|2 term vanishes because the associated singularities are on the wrong side of the contour. Now
combine the np (€2) and ng (¢1) terms and restore the cutoff D, recalling that €2 — ¢; = w™. This gives

2!

r__ _xT
VFj  Vpjl

2 ot

9522 (:C,:v';w+) = 226— /d62 [TLF (62) —Ng (62 — w+)] [6jj/61

™

it (2
—0— |8 ["e <w F])] - (A5)
Substituting into Eq. (2I8), taking the 1, — 0T limit and then the w — 0 limit, we obtain Eq. (Z.19).

2. First order

At the first order, as shown in Fig. Bl the bubble diagram is dressed by two types of self-energies: contraction of
E, with Ey or E5 with Fy in Eq. (Z8) (the “tadpole”), and contraction of E; with Ey or Es with F3. In addition,
there are two types of first order vertex correction diagrams, the “cracked egg” diagram and the ring diagram.

For the self-energy diagrams and the dressed conductance bubbles we need two more types of Matsubara frequency
sums. The first one is

ZQJ € iwy) = nr (€). (A6)

W,

The second one is

1
3 > G (€1yiwn) Gy, (€1, iwn) Gy (€2,i0n + ipm)

W,

— i (e2) 1 1 _ dé @
T hEle (e2 —ipm) — €] (€2 — ipm) — €1 21 nr
1 1 1 1 1
X —— — — - — — . (A7)
E+ipm —€2 |[E+iI0—€€+i0—€; €E—i0—€)€—i0—¢

To compute this sum, we consider the following contour integral,

fﬁml S — (A8)

271 z—€z—€ 2+ ipm, — €2
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where the integration contour is wrapped around the branch cut on the real axis,*? so that poles inside the contour

are z = iw, (n running over all integers) and also z = €2 —ip,,. The ng (€3) term in Eq. (A7) comes from z = €3 — ipy,,
and the np (€) term comes from the branch cut z = 0.

We ignore the tadpole-type self-energy diagrams, again on the grounds that they only modify the chemical potential.
The other type of self-energy diagrams turn out to dress the S-matrix as in Eq. (ZI3]). One instance of these diagrams
reads

2

(1),SE,non-tadpole, 1 /. N € rogr

Qi (x,a"s7—7") = — )7 Z{/ dedeadeyde,
J1J27172
jle2—e1) N _jlez—e1) o i(?*e/l)z/ . 71-(5:?*6/1)96/
g {e R85, Sy, —e T 5;';'153'3'2] e "t Sy Sy e T by,
A dE; dEngng4
X (—)/ dﬁZ/dygz / 0L 1,151, (B, B2, B3, 45 y)
0 lilalsly

X6J2J,5( el)gh (625 )6’116( El)gjé (6277- _7-1)
X 01,150 (B2 — E3) Gi, (E2,0) 01,5, (Eq — €1) Gj, (€1, 71 — 7). (A9)

Going to the frequency space, performing Matsubara sums and analytic continuation, we find

1),SE,non-tadpole, 1
Q;J? nonadpoiet (g 2l wt) = ——— . E derdeadel

.71.72.7

(ep—eq1) i(ea—e€1) (ch—c2) s (e5—e2) s
K2 x K2 xX (2 T K3
VR * P Vg . . Vit * T Vil o o
X {e i TS5 S5, —e 7 5”15”2] [e g S5 ]QSJ% e 7 5J'J25J’J;

" dFEs n
X (—)Z/dygg (y)/ﬁnF (E2) 05y, (€3, B2, B2, €15y)

2
7T) UFn

x{mez)( e [ @

e —wt)—¢) (2 —wt)— e 2mi €+ wt — e
1 1 1 1
— . A10
X(€+i0—e’2€—|—i0—61 €—i0—e’2€—i0—el)] (A10)

Carrying out the €; and €, integrations, and also the e integration in the ng (€) term, this becomes in the z, ' — oo
limit

Q§;2,SE,non—tadpolc,l (w,x’;w __“ /d62 g ( € — oj+)}
dE 1 dw™ %+v”,v,
—)Z/dyan (y) TQHF (E2) € ( Fi TR )
x Sjjr [S;-‘nSnnSZj/e2i(E2_(62_w+))Wyn + 80 Sk, 0 ne—%(Ez—(fz—wﬂ)ﬁ] ] (A11)

This is just one of the four terms which reproduce Eqgs. (Z20) and (2I3) when inserted in Eq. (ZI8]). Another identical
term comes from contracting £y with E4 (completely equivalent to contracting Es with E3 which we have done). The
remaining two terms have all their electron propagators reverted, so that their contributions to the conductance are
the complex conjugate of the first two terms. This concludes the derivation of Eqs. (2220)) and (ZI3)).

Neither type of vertex corrections to the conductance requires Matsubara sums other than Eq. (A2). An example
of the ring diagram is
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2
1),VC,ring,1 e
QU vesinet (o otr oy =~ C S [ derdesde;de
(2m)” .~
J1J271702
/ A ’ /
i(ea—€q) i(ea—€q) (eh—<h) o (=€)
2Ly —j 2L g i T % T
VFj * Q.. VR s VEj * Q. ., Vg I S
X |:€ J Sj]ls’]]Q e J 6_”15]]2] e Fj SJ/]{SJ/JQ e Fj 5]/_]{5]/];

s dE\dE>ydEsdE,
X (—)/0 dlen:/dygg () Z /(2—291112z314 (E1, B3, Es, Eg;y)

2
lilalsly ™) VE,
X 0jy1,0 (€2 — F1) Gy, (€2, 7 — 1) 0,540 (¢ — Fa) Gy (€1, 11 — 1)
X 0jy150 (€5 — F3) Gy (€5, 7" —71) 0,1,0 (B2 — €1) Gjy (1,71 — 7). (A12)

Going to the frequency space, performing Matsubara sums and analytic continuation:

1),VC,ring,1 €
Q1) VCring (,T,I/;er) =— Z deydeade’ de)y

27 2
(27) 123454

- (ea—€1) - (e2—€1) (62 61) ’ -(5/2*6/1) ’
1—"—"T —1 x (2 T 1———=X
VR * R VR L. L. Vil * L Vst o o
X {e iS85, S5, —e g 5”15H2] le g SJ%SJ% e g 810y

1 ng (e2) —nr (1) nr (€5) — ng (¢
XZ/dygS(y)WQZJUéJi (62,61,61276'1;y) F(2) F(l) F(Q) F(l)' (A13)

— —wt ) +
B €2 — €1 — W €y — € T W

Integrating over the energies as before, we find

: 2
Q;;?’Vc’rmg’l (z,250h) = —;—ﬂ /delde'l (=) [nr (a1 +wT) —np ()] [nr (6f —wh) —np (e))]

/

11 2 iwt (g2 ) gt v Y x
XZ/@%@b;ﬂ@a®m (st st g (2

UFn  URj

S SR . /
e (vFj+”Fj/>eQZw+u§n9(L_i)g(i_ w)

VFn VFj

; x z! /
ot () g (Y ()

VEj VFn VFj! UFn

it [ = =’ ) —iwt (o 2l ;
—1Sinl? ISy e (vFj+w>62Wv§n A (= vw)e2l°ﬁuin9<i_i> . (A14)
Vpn  URj

There exists an analogous term with all electron lines reverted. Upon substitution into Eq. (ZZI8]) these two terms

reproduce Eq. (Z21)).
Finally, by summing over all dummy wire indices, we can show that the “cracked egg” contribution to the DC

conductance is proportional to d,;;. On the other hand, due to current conservation and the absence of equilibrium
currents, the full DC conductance G;» obeys

Z Gjy = Z Gjy =0; (A15)
j 7

this must also be true at O («). Since Eq. (ATH)) is already satisfied by Eqgs. (2.20) and ([2.24)), it must also be separately
satisfied by the “cracked egg” diagrams. But >, ;7 = >, ;5 = 1, and we infer that the “cracked egg” diagrams
must be identically zero.

Appendix B: Details of the Wilsonian approach to S-matrix renormalization

In this appendix, we review the derivation of the S-matrix RG equation using the Wilsonian scaling approach in
Ref. [6.
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Starting from Eq. (28], we reduce the energy cutoff D to D — éD (§D < D), and integrate out the so-called “fast
modes” with energies in one of the two slices (=D + dD, —D) and (D — éD, D). This procedure generates corrections
of O (adD/D) to the quadratic part of the Hamiltonian [Eq. (Z.8])] as well as the quartic part [Eq. [2.8])]. We assume
that the corrections to the quartic part are unimportant; the rationale is that the quartic part originates entirely from
the bulk, so it should renormalize independently of the junction. In fact, since the quartic part is free of Umklapp
processes, it should be exactly marginal in the RG sense.2? Meanwhile, the renormalized quadratic part becomes
off-diagonal and must be diagonalized with a new scattering basis, which is in turn associated with a running (i.e.
cutoff-dependent) S-matrix.

The quadratic correction generated by Eq. (Z8) reads

; dFE>dEs
OHj = — / dwg2 Z / dEl/ 271)239?1121311 (E1, B2, B3, Ev;2) np (E1) ¢lg (E3) ¢y (B2). (B1)
lLilals Fj

The E5E3 contraction is equivalent to the Ey E4 contraction; hence the factor of 2. The Ey E5 and E3FE, contractions
are discarded because, once we sum over [ taking into account the S-matrix unitarity >, [Sji, |2 = 1, we find they
only harmlessly shift the chemical potential. 29

We let gb' be the renormalized scattering basis after integrating out fast modes. ¢’ is related to ¢ by another

S-matrix, S? 3j+» which only weakly deviates from the N x N identity matrix:

_ dE' { / / —i ) /. / /
¢mm—/%rEfﬁgwﬂm+ffﬁfﬁgaﬂEﬂmAE> (B2)

The inverse transformation is obtained by calculating anti-commutators:

Z/ {E 7 0% +#.OS§SJ (E/;E)] ¢! (E) (B3)

By definition ¢’ diagonalizes the renormalized quadratic Hamiltonian,

ST H] e+ Hos + > 6H], (0 (EN)'| = B/ (¢ (B)' (B4)

J J

Substituting Eq. (B3)) into the above, we find to O (6D/D)

: 5 (g i (@) u —i2PSEEy oy () . P
1 [5jj/ — Sjj/ (E e 5D/ dilf{ |: vrs Sjijjle i + p— Sj/j/Sj/je Fj
§2D+E+E . _j2D+E+E
+np (=D) [ . )S* jSigre T+ " (x)s"j’sf’je - }} (5)
VFj VFj/

For the simple model Eq. (Z1I4)), integrating over z, we find

(a; (0) —a; (o)) e # —ay(0)

6jj’ — S;—Sj/ (E/; E) =6D ng (D) S;jsjj,

)=y (o)) e~ ay ) (03 (0) = a; (o) T _ a (0)
0) —aj (0c0))e  “F' 7 —ay (0 o (0) —aj(0))e i 7 —a; (0
—D) | 858,

°D_E_ E' e (=D) 155355 9D _E_F

+S]]/S* ( ‘/(

71-2D:rE+E' Ly
(0 (0) = oy (o)) e "7 —ay (0)
—2D—-FE - F

+8;5: S5 (B6)
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When we assume D > max {|E|, |E’|, T}, and apply the same considerations below Eq. 3.2)), Eq. (Bf]) becomes

0D

Sy (B B') = 65 = o35 (

aj (D) S5;Sjj — ajr (D) Sjrj1S55) - (B7)

The renormalized S-matrix S + 0.5 relates ¢’ to the original fermions 1. Inserting Eq. (B2)) into Eq. (2.5]) we find
that 05 and S° obey the simple matrix relation §S = $S° — S, and according to Eq. (BT), 65,; is given by none

other than Eq. (833). Thus to the first order in interaction the CS approach and the Wilsonian approach predict the
same S-matrix renormalization, Eq. (33)).

Appendix C: Details of the RPA

In this appendix we expound the RPA calculations that lead to Eqgs. (£2]) and (@.3]).

1. RPA conductance

The RPA self-energy beyond the first order involves a new type of Matsubara sum. For instance, at the third order
in interaction, we need

Z?’LF E4 —ng (E3) ng (Eg)—?’LF (E7) 1
ﬂ me+E4_E3 me+E8_E7 '(pm+wn)_E2

:nF(E2) nF(E4)—nF(E3) nF(Eg)—TLF (E7)
FEs —iw, + B4 — E3 E5y —iw,, + Es — E7
+/ dé B(~) 1 (np (E4)—TLF(E3) ng (Eg)—TLF(E7)
27 €+ iwn, — Fo \ (€+1i0) + E4 — E3 (€4+i0) + Es — Er
_7’LF (E4) —ng (E3) ng (Eg) —ng (E7))
(6 —i0) + E4 — B3 (¢ — i0) + Es — E;

(C1)

where np (¢) =1/ (eﬁ€ — 1) is the Bose distribution. To derive Eq. (CI)) we again wrap the integration contour around
the branch cut at the real axis. The fraction with numerator np (E3) —np (E4) originates from the fermion loop with
loop energy Fs5 and FEy; at the Ith order there will be [ — 1 loops present. ip,, is the bosonic frequency carried by the
interaction lines; after ip,,, iw, is also summed over following Eq. (AT).

After we perform analytic continuation and integrate over the loop momenta, as x, ' — oo, the three most
important terms in the correlation function at the third order are

o2 M+( s 4 o

Q(.?’.2’SE7RPA’E2 (z,2';wT) = 7€ v vFJ"> /de’1 [nr (e)) —np (¢p —w™)] Sy

<« 3 / Ardadacin, (v, 1) s (00 2) oy () | Az (E2) B3

ninan3

* * 2 21E2(U1+U2+U3)
X |85y SnanaSir [Snan | [Snana|

+Sj*ns Sn1n3 Svtlj/(sn'ﬂm 5712"19 (2}1 - 52) g (53 - Zj2) e2iE2(glig2+g3)
+6jn35n3n1 Sfmf5n3n2 |Sn2n1| 0 (92 - U3 ) 2B (1 +02=0s)

+Sj*n3 5”3"15n1j/ |S"3n2| 6"27119 (gQ - Zjl) 62iE~'2(751+7§2+gg)
6_]113 5:;3”1 5n1j’5n3n2 5712111 6 (gQ - gl) 0 (52 - g3) e2iE2(_gl+gz_g3)} (C2a‘)

where we have substituted g, = y, /v, and Eg =Fy—¢] +wt,
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2 iw+( z_ 4 z!

vEj ”Fj/> /dell [TLF (6/1) —nr (6/1 - w+)} Sjj

3),SE,RPA,Z e
Q) + (z,25wh) = —e
ji o

< S0 [ dndiadiscn, (08, 32) an, (080,02 any (v ) [ dens €)2
ninzns 0
x {6]‘713(S S, ’/6"3"2 |Sn2n1 |2 0 (52 - ?j3) 0 (53 - gl) 62i(€+i0)(7;1+7§277§3)

n3ni~nyy

+S]*n3 6"3"1 6n1j’ |S7137l2 |2 5712"16. (?jQ - ?jl) 0 (gl - g3) e2i(€+i0)(—171+172+173)

+5jn3 ;3n16n1j’6n3n2 6"27119 (g2 - gl) 0 (gQ - g3) ezi(€+i0)(_g1+g2_g3)} (C2b)
and finally
- 2 iw™T T4 !
Q;??’SE’RPA’e_ (z,2/;wh) = ;—We <vFj ”FJ") /de’l [np () —np () —w™)] S

< S [ dndidiacn, (06, 32) an, (08002 any (0rsd0) [ dens €)2
0

nin2n3

% {_6j"35 Sy ”6"1"2 |Sn2n3 |2 g (g2 - gl) 0 (g3 - gl) 62i(€7i0)(g17?§27g3)

n3nit~nyg

_5jn3 Sy 5n1j’5n1n2 57127129 (gl - gQ) 0 (ZJB - ?JQ) e2i(€_i0)(_gl+g2_g3)

nani
_S;ns 6"3711 6n1j’ |Sn1n2 |2 6"2"39 (gQ - 53) 0 (gl - g3) e2i(€—i0)(—g1 ~H2+a)
_5jn3 S;:3n1 6"1j’ |Sn1n2 |2 |S7l2713 |2 e2i(€—i0)(—g1 ~2ds) (C2C)

plus similar terms with all electron lines reverted. g; = y;/vr; runs between 0 and oo, j =1, 2, 3. These three terms
come from lines 2, 3 and 4 of Eq. (CI)) respectively.

In the DC limit, the zeroth order contribution and the self-energy corrections to the conductance again constitute
a Landauer-type formula with a dressed S-matrix, similar to Eq. (220). Now we reduce the cutoff and demand the
conductance be cutoff-independent. Once the g integrals are performed, it is obvious that the cutoff-sensitive integrals
are the Ey integral and the € integral.

We are in a position to discuss the real space integrals. We first focus on the simplest case where the interactions
in wires and leads are uniform and identical, a,, (y) = au,, for any nq, so that all s factor out. At the third order,
we find the following integrals:

I (EY) = / dijy dijadijze’™" ) BT 120240300 (51— §5) 0 (3 — o) (C3)
0

which appears alongside the factors dp,n,0n,ns, and

e Bt )
di 2B C4
/0 gre Yo (C4)
which appears alongside, for example, W, n, Whons- (More accurately, Eq. (C4) comes with each “node” ny as long

as na is not sandwiched between two Kronecker d factors.) Here ET = E + 0 may be replaced by Ey or (£€ +140).
At higher orders, we need to evaluate the integral

2M+1 o M
I (EJr) = H </0 dﬂl) €1E+(y1+sz+1) H {61E+(y2j—1+yzj+1*2y2j)9 (g2j71 _ g2j) 2] (g2j+1 — Zj2j) (C5)
=1 j=1

This is accompanied by a string of 2M consecutive ¢ factors uninterrupted by W factors, dp,ny0nons - -
We will prove in Section that

! 5”2M M2M41*
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Ly (BY) = (TELJWH Cur (C6)

where Cpy = (2M)!/ [M! (M + 1)!] is the Mth Catalan number.2! The first few Catalan numbers 0 < M < 5 are 1, 1,
2.5, 14, 42.

At this stage we can combine the (E*+)™" factors in Eqs. (C4) and (C6) with the E or € factors. At each order
there will be a single (E*)71 factor left unpaired, which gives the leading-log renormalization §D/D as the cutoff is

reduced from D to D —éD. Collecting terms of all orders we see the S-matrix RG equation is of the form of Eq. ([@2]),
but the interaction II (D) is given by

11, o o o o,
5 = 5t {Wjj' +y 5 O Onagr + Win, Wy ]

ni

Qny On
+ Z - : [5jﬂ1 Oning Whaj + Win, 6"1"26n2j’ + Win, Whin, anj’]

2 2
ning
Ay, O, Oy
+ Z 21 22 23 [25jn15n1n25n2n35n3j/ + 5jn1 5n1n2W"2"3W”3j/
ninans
"ernl 6n1n26n2n3 anj/ + an1 Wnl’ﬂz 5712713 5"3j, + ij Wn1n2 Wn2n3 Wnsj’] o } (07)

The rules to write down terms in Eq. (C7)) are as follows. At O (a™), there is a total number of (m — 1) factors of
0 and W. The ¢ factors always appear in even-length strings separated by the W factors. Each string of § of length
2M is associated with a multiplicative coefficient of the Mth Catalan number C);. For instance, at O (a17) there is
a term W3§06600WW W 600 W W | whose prefactor will be C3Cy =5 x 2 = 10.

We can resum Eq. (CT) by observing that we can uniquely construct every term containing a least one factor of W,
by adding to an existing term a (possibly empty) even-length string of ¢ followed by one factor of W; e.g. the term
J066W W §6W is uniquely constructed as §§66/W /W §SW. In other words, II satisfies the relation

M Ty n ﬁthH I, 03
PRD)
l1ls

Here I is the part of II which does not contain any factors of W:

M.« o o «@ Qpy Qg O
> :7]5jj'+ 5 [Z%isj”lénlj’_F Z SR n325jn15n1n25n2n35n3j’+"'

2 2 2 2 2 2
ni ninzn3
o = o\ 2M o
%o 32 cu ()" = S ©)
M=0 14+,/1— a3

J

In the last line we have used the generating function of Catalan numbers,2:

- 2
ChaM = —— C10
MZ:O M T T (C10)

Inserting Eq. (C9) into Eq. (C8)) and solving for II, we obtain Eq. (@3) in the case of spatially uniform interactions,
an (Y) = an.

We now argue that the cutoff-dependence of the Luttinger parameter is through Eq. (8] as is the case with the
first order calculation. To this end, notice that it is values of g, between 0 and O (1/E*) that dominate the integral
in Eq. (CH). Therefore, when D = Re ET > v, /Ly, the integral is governed by vpn @, < Ly; in this range of gy,

~

an (VFn@n) = ap (0). On the other hand, when D < vp,/L,, the integral is controlled mainly by vp,Jn > Ly,
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where o, (Vpnn) = @y (00). This justifies the crossover behavior given by Eqs. (8.4]) and ([@4]), and concludes the
calculation of the self-energy terms in the RPA conductance.

Calculations of the RPA vertex corrections, or the ring diagrams, are completely in parallel with the first-order
vertex corrections except Eq. (Chl) appears in the real space integrals. Here ET in Eq. (C3l) should be substituted
for wT. At the mth order, all m factors of 1/w™ in Egs. (C4) and (C8) can be paired with the m + 1 factors of w™
from loop energy integrals; the single unpaired w™ will be combined with the 1/w factor in Eq. (2I8) so that the
conductance is finite in the DC limit. Also, all interaction strengths appearing here are those in the leads «,, (c0); this
is because in the DC limit w < vp, /L, for any lead n, and we may refer to our argument in the previous paragraph
for D < vy /L,. Eventually, taking into account the dressing of the electron lines, we recover Eq. (@H]).

2. Real space integral Eq. (Co)

To prove Eq. (C@), we adopt the following change of variables in Eq. (CH): z0 = @1, 22j—1 = U2j—1 — Y2j, 225 =
Y2j+1 — Y25, 1 < j < M. The absolute value of the Jacobian of this change of variables is simply ‘(—1)M‘ =1. We
also introduce the shorthand s; = {:0 (—1)l 2. Eq. (CH) then becomes

oo M Sa1—2 oo Mo .
IM (E+) = / dZQH (/ d22l—1/ ng[) H 621E #2j (Cll)
0 i—1 \Jo 0 =0
Now consider the auxiliary object,
~ M S21-2 > M 2% ET —2M o;pt+ M TMl l
In (E%,20) =[] </ del—l/ d221> [[ " = = (2ET) ™" 25 2> —r (2B 2) (C12)
1=1 /0 0 j=0 =0

. . . . ot St z
where T, are dimensionless coefficients; obviously I (ET,2) = e?E" 20 and To,0 = 1. In; obeys the recurrence
relation

IM+1 (EJF, ZO) = / dzlteEJrzl / dzol s (E+, 20 — 21 + 22) . (013)
0 0

Inserting Eq. (CI2) into Eq. (CI3), we find that Ty satisfies the simple recurrence relation Ths41,; = Z?ikl T,
and that Ths41,0 = 0 (M > 0). Such a recurrence relation leads to the Catalan’s triangle2!

2M —1— 1)U
Targ = 22 (M > 1). 14
wi= iy M= (C14)
Therefore,
00 ~ M
In (ET) :/ dzolar (BT, 20) = — (2EY) 71 Ty (C15)
0

=0

Noting that Zl]\io T = Car, which is a property of Catalan’s triangle, we immediately recover Eq. (CG)).
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