
IRREDUCIBLE REPRESENTATIONS OF THE CHINESE MONOID
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Abstract. All irreducible representations of the Chinese monoid Cn, of any rank n, over a nondenumer-
able algebraically closed field K, are constructed. It turns out that they have a remarkably simple form

and they can be built inductively from irreducible representations of the monoid C2. The proof shows

also that every such representation is monomial. Since Cn embeds into the algebra K[Cn]/J(K[Cn]),
where J(K[Cn]) denotes the Jacobson radical of the monoid algebra K[Cn], a new representation of

Cn as a subdirect product of the images of Cn in the endomorphism algebras of the constructed simple

modules follows.

1. Introduction

For a positive integer n the monoid Cn defined by the finite presentation: Cn = 〈a1, . . . , an〉 with the
defining relations

ajakai = akajai = akaiaj for i ≤ j ≤ k (1.1)

is referred to as the Chinese monoid of rank n. It is known that each element x of Cn has a unique
presentation of the form x = b1b2b3 · · · bn, where

b1 = a
k1,1
1 ,

b2 = (a2a1)k2,1a
k2,2
2 ,

b3 = (a3a1)k3,1(a3a2)k3,2a
k3,3
3 ,

...

bn = (ana1)kn,1(ana2)kn,2 · · · (anan−1)kn,n−1akn,n
n ,

(1.2)

with all exponents ki,j nonnegative [1]. We call it the canonical form of the element x ∈ Cn. The
monoid algebra K[Cn] over a field K, which can be viewed as the unital algebra defined by the algebra
presentation determined by the relations (1.1), is called the Chinese algebra of rank n. The Chinese
monoid is related to the so called plactic monoid, introduced and studied in [15]. Both constructions
are strongly related to Young tableaux, and therefore to several aspects of representation theory and
algebraic combinatorics. The latter construction became a classical and powerful tool in representation
theory of the full linear group and in the theory of symmetric functions, via the Littlewood-Richardson
rule (cf. [8], [13]). It also plays an important role in quantum groups (in the context of crystal bases)
and in the area of classical Lie algebras, [6], [14], [16].

The Chinese monoid appeared in the classification of monoids with the growth function coinciding
with that of the plactic monoid [7]. One of the motivations for a study of the Chinese monoid is based on
an expectation that it might play a similar role as the plactic monoid in several aspects of representation
theory, quantum algebras, and in algebraic combinatorics. Combinatorial properties of Cn were studied
in detail in [1]. In case n = 2, the Chinese and the plactic monoids coincide. The structure of the algebra
K[C2] is described in [3]. In particular, this algebra is prime and semiprimitive, it is not noetherian and
it does not satisfy any polynomial identity. For n = 3 some information on K[Cn] was obtained in [9].
In particular the Jacobson radical of K[C3] is nonzero, but it is nilpotent, and the prime spectrum of
K[C3] is pretty well understood. A surprisingly simple form of the minimal prime ideals of the algebra
K[Cn], for every n, was established in [10], [4]. Namely, every minimal prime ideal P is of the form
P = SpanK{x − y : x, y ∈ Cn and x − y ∈ P}. Hence, in particular K[Cn]/P ∼= K[Cn/ρP ], for the
congruence ρP on Cn defined by ρP = {(x, y) ∈ Cn × Cn : x − y ∈ P}. We write P = IρP in this case.
It was shown that every P is generated by a finite set of elements of the form x − y, where x, y are
words in the generators a1, . . . , an, both of length 2 or both of length 3. Consequently, K[Cn]/P inherits
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the natural Z-gradation and this algebra is again defined by a homogeneous semigroup presentation. In
particular, the number of minimal primes P is finite. Moreover, every Cn/ρP embeds into the product
Bk × Zl, for some nonnegative integers k, l, where Z is the infinite cyclic group and B = 〈p, q : qp = 1〉
is the bicyclic monoid. The latter plays an important role in ring theory and in semigroup theory, [5],
[12]. It was also shown that Cn embeds into the product

∏
P K[Cn]/P , where P runs over the set of

all minimal primes in K[Cn]. Hence Cn embeds into some Br × Zs. However, the algebra K[Cn] is not
semiprime if n ≥ 3. Moreover, the description of minimal primes P of K[Cn] allows to prove that every
K[Cn]/P is semiprimitive and the Jacobson radical of K[Cn] is nilpotent, and nonzero if n ≥ 3.

The aim of this paper is to describe all irreducible representations of Cn over a nondenumerable
algebraically closed field K. First, one shows that they are infinite dimensional unless the dimension
is 1. Then, in our main result, Theorem 3.13, all irreducible representations are constructed. It turns
out that they have a remarkably transparent form. In particular, they can be built inductively from
irreducible representations of the monoid C2, that are easy to determine. The proof shows that every
such representation is monomial. This is in contrast with the case of representations of the plactic
monoid, as recently shown in [2]. Since Cn embeds into K[Cn]/J(K[Cn]), where J(K[Cn]) denotes the
Jacobson radical of the algebra K[Cn] (see [10]), a new representation of Cn as a subdirect product of
the images of Cn in the endomorphism algebras of the constructed simple modules also follows.

2. Background on minimal prime ideals

Throughout the paper, K will stand for a nondenumerable algebraically closed field, if not stated
otherwise. In this section, we recall from [10] the necessary background on minimal prime ideals of the
Chinese algebra K[Cn] of rank n ≥ 3.

A finite tree D is associated to Cn, whose vertices are diagrams of certain special type. Each diagram
d in D determines a congruence ρ(d) on the monoid Cn in such a way that the ideals Iρ(d) corresponding
to the leaves d of D are exactly all the minimal prime ideals of K[Cn].

Each diagram d in D is a graph with n vertices, labeled 1, . . . , n and corresponding to the generators
a1, . . . , an of Cn. For every d in D that is not the root of D there exist u ≤ v, with u, v ∈ {1, . . . , n},
such that the vertices u, . . . , v are marked (colored black) and the corresponding generators au, . . . , av
are called the used generators in d. Some pairs k, l (k < l) of the used generators can be connected with
an edge and then we say that such a pair is an arc ālak in d. A given generator can be used in at most
one arc. The used (marked) generators not appearing in any arc are called dots. The root of D is the
diagram in which none of the generators is used. The first level of the tree D (diagrams connected by
an edge of D to the root) consists of 2n − 3 diagrams. There are n − 2 diagrams with only one of the
generators a2, . . . , an−1 used, and n− 1 diagrams with exactly two consecutive generators as, as+1 used
in an arc. Then, if d is in level t of D and it is not a leaf (by a leaf of the tree D we understand a
diagram containing an arc of the form āka1 or ānak, for some k) then it is connected by an edge of D to
certain diagrams in level t+ 1 which are obtained from d by adding an arc or adding a dot, according to
the following rules:

(1) If in the last step of construction of the diagram in level t an arc was added, that is, if the
diagram in level t has the form

◦ · · · ◦ • used
generators • ◦ . . . ◦

then we can either get, as a diagram in level t+ 1, the diagram

◦ · · · ◦ • • used
generators • • ◦ · · · ◦

or one of the following two diagrams

◦ · · · ◦ • • used
generators • ◦ · · · ◦ or ◦ · · · ◦ • used

generators • • ◦ · · · ◦
(2) Whereas, if the diagram in level t has the form

◦ · · · ◦ • used
generators ◦ · · · ◦

then we can either get, as a diagram in level t+ 1, the diagram

◦ · · · ◦ • • used
generators • ◦ · · · ◦

or the following diagram
2



◦ · · · ◦ • • used
generators ◦ · · · ◦

(3) Similarly, if the diagram in level t has the form

◦ · · · ◦ used
generators • ◦ · · · ◦

then we can either get, as a diagram in level t+ 1, the diagram

◦ · · · ◦ • used
generators • • ◦ · · · ◦

or the following diagram

◦ · · · ◦ used
generators • • ◦ · · · ◦

(4) Finally, after a dot in the first level of D only an arc can be added, so after a diagram

◦ · · · ◦ • ◦ · · · ◦
the following diagram can only occur

◦ · · · ◦ • • • ◦ · · · ◦

Example 2.1. The diagram in D (for n = 15) of the form

◦ ◦ ◦ • • • • • • • • • • • •
arises, in accordance with the rules mentioned above, in the following steps. First, choose the arc ȧ11a10
and then the arc ă12a9. This leads to the diagram

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ • • • • ◦ ◦ ◦
Next, choose consecutively three dots a8, a7, a6. This yields the following diagram

◦ ◦ ◦ ◦ ◦ • • • • • • • ◦ ◦ ◦
Then, choosing the arc ă13a5 we get

◦ ◦ ◦ ◦ • • • • • • • • • ◦ ◦
Finally, choosing the dot a14 and then the arc ă15a4 leads to the considered diagram (which is a leaf).
The full description of D in case n = 3 and n = 4 is given in Section 4.

We shall also consider several homomorphic images of Cn of type Cn/ρ, where ρ is a congruence on
Cn generated by certain pairs of the form (aiaj , ajai) and of the form (aiajak, aσ(i)aσ(j)aσ(k)) for some
permutations σ of {i, j, k}. Then, for the sake of simplicity, the image of ai in Cn/ρ will also be denoted
by ai. Clearly, in monoids of this type we have a degree function with respect to every generator and
we write degai(x) for the degree of x ∈ Cn/ρ in ai. Moreover, by deg(x) we mean the total degree of x,
that is, deg(x) =

∑n
i=1 degai(x).

If u, v ∈ {1, . . . , n} are such that u ≤ v + 1 then we define the monoid

Cu,vn = 〈a1, . . . , au−1, av+1, . . . , an〉 ⊆ Cn,

which is the Chinese monoid of rank u− 1 + n− v, and its homomorphic image

C
u,v

n = 〈a1, . . . , au−1, av+1, . . . , an〉/
( a1,...,au−1 commute
av+1,...,an commute

)
,

that is, C
u,v

n = Cn/η, where η is the congruence on Cn generated by all pairs (aiaj , ajai) for i, j < u and
all pairs (akal, alak) for k, l > v.

By Z we mean the (multiplicative) infinite cyclic group, with a generator g.
If d1 is the diagram with only one used generator as, where 1 < s < n, then we associate to it the

homomorphism φ0 : Cn −→ C
s,s

n × Z defined by

φ0(ai) =

®
(1, g) if i = s,

(ai, 1) if i 6= s.
3



The congruence Ker(φ0) on Cn is then generated by the pairs:

(aiaj , ajai) for i, j ≤ s,
(akal, alak) for k, l ≥ s.

If d1 is the diagram with only two used generators that form an arc ȧs+1as, where 1 ≤ s < n, then we

associate to it the homomorphism ψ0 : Cn −→ C
s,s+1

n × B × Z, where B = 〈p, q : qp = 1〉 is the bicyclic
monoid, defined by

ψ0(ai) =


(ai, p, 1) if i < s,

(1, p, g) if i = s,

(1, q, 1) if i = s+ 1,

(ai, q, 1) if i > s+ 1.

The congruence Ker(ψ0) on Cn is then generated by the pairs:

(aiaj , ajai), (aias+1aj , ajas+1ai) for i, j ≤ s,
(akal, alak), (akasal, alasak) for k, l > s.

Now, we define

κ(d1) : Cn −→ C
u,v

n × S1

as κ(d1) = φ0 (and then (u, v) = (s, s) and S1 = Z) in case d1 is the diagram with only one used
generator as, or κ(d1) = ψ0 (and then (u, v) = (s, s+ 1) and S1 = B ×Z) in case d1 is the diagram with
only two used generators that form an arc ȧs+1as. Moreover, let ρ(d1) = Kerκ(d1).

So, the homomorphisms and congruences described above are associated to the 2n− 3 diagrams from
the first level of D. The procedure described below allows us to associate (inductively) a homomorphism

κ(d) : Cn −→ C
u,v

n × (B×Z)k×Zl, where u, v and k, l depend on d, and the congruence ρ(d) = Kerκ(d)
to every diagram d at the level > 1 of D. However, in contrast to the congruences from the first level,
the generators of ρ(d) are much harder to determine, see [4].

Assume that a diagram dt in level t ≥ 1 of the tree D has been constructed and it is not a leaf. Assume
also that the homomorphism κ(dt) : Cn −→ C

u,v

n × St, where St = (B × Z)k × Zl, together with the
congruence ρ(dt) = Kerκ(dt) have been defined. Here, the indices u, v correspond to the used generators
au, . . . , av in the diagram dt, whereas the nonnegative integers k, l correspond to the number of arcs and
dots, respectively, used in the construction of the diagram dt. Moreover, let dt+1 be a diagram at the
level t+ 1 of D that is connected to dt by an edge in D.

If dt+1 is obtained by adding a dot to dt (then this is either au−1 or av+1), we have a homomorphism

φt : C
u,v

n × St −→ C
u′,v′

n × Z× St

given by

φt(ai, x) =

®
(1, g, x) if i = s,

(ai, 1, x) if i < u or i > v but i 6= s,

where s = u− 1 (and then (u′, v′) = (u− 1, v)) or s = v + 1 (and then (u′, v′) = (u, v + 1)), depending
on which of the two possible dots was added.

If dt+1 is obtained by adding an arc to dt (then this arc is ˝�av+1au−1), we have a homomorphism

ψt : C
u,v

n × St −→ C
u−1,v+1

n ×B × Z× St

given by

ψt(ai, x) =


(ai, p, 1, x) if i < u− 1,

(1, p, g, x) if i = u− 1,

(1, q, 1, x) if i = v + 1,

(ai, q, 1, x) if i > v + 1,

and then we put (u′, v′) = (u− 1, v+ 1). Furthermore, we put St+1 = Z× St in case dt+1 is obtained by
adding a dot to dt, and St+1 = B × Z× St in case dt+1 is obtained by adding an arc to dt.

Now, we define

κ(dt+1) : Cn −→ C
u′,v′

n × St+1

4



as a composition

κ(dt+1) =

®
φt ◦ κ(dt) if dt+1 is obtained from dt by adding a dot,

ψt ◦ κ(dt) if dt+1 is obtained from dt by adding an arc.

Moreover, let ρ(dt+1) = Kerκ(dt+1). Then, of course, ρ(dt) ⊆ ρ(dt+1).
Summarizing, if d0, d1, . . . , dm = d in a branch in D then ρ(d0) ⊆ ρ(d1) ⊆ · · · ⊆ ρ(dm) = ρ(d) (by

ρ(d0), for the root d0 of D, we mean the trivial congruence on Cn). However, if m > 1, then as was
mentioned at the beginning of this section, generators of the congruence ρ(d) = Kerκ(d) are hard to
determine explicitly. Though, if the diagram d is of some special shape (e.g. one of the shapes listed

below), then looking at the embedding Cn/ρ(d) −→ C
u,v

n × (B × Z)k × Zl (for some u, v and some k, l),
induced by the homomorphism κ(d), it is quite easy to derive some relations that must hold in Cn/ρ(d)
and which will be needed later.

Namely, if d is a diagram of the form

◦ · · · ◦ •
s
◦ · · · ◦

consisting of a single dot as, then the following equalities hold in Cn/ρ(d):

aiaj = ajai for all i, j ≤ s, (2.1)

akal = alak for all k, l ≥ s. (2.2)

If d is a diagram of the form

◦ · · · ◦ •
s−t+1

· · · •
s−2

•
s−1
•
s
•
s+1

•
s+2

•
s+3
· · · •

s+t
◦ · · · ◦

consisting of t > 0 consecutive arcs ȧs+1as, . . . ,˛�as+tas−t+1, then the following equalities hold in Cn/ρ(d):

aiaj = ajai for all i, j ≤ s, (2.3)

akal = alak for all k, l > s, (2.4)

aias+raj = ajas+rai for all i, j ≤ s− r + 1, where r = 1, . . . , t, (2.5)

akas−r+1al = alas−r+1ak for all k, l ≥ s+ r, where r = 1, . . . , t. (2.6)

If d is a diagram of the form

◦ · · · ◦ •
s−t

•
s−t+1

· · · •
s−1
•
s
•
s+1

•
s+2
· · · •

s+t
◦ · · · ◦

consisting of t > 0 consecutive arcs ȧs+1as, . . . ,˛�as+tas−t+1 and a single dot as−t, then the following
equalities hold in Cn/ρ(d):

aiaj = ajai for all i, j ≤ s, (2.7)

akal = alak for all k, l > s, (2.8)

akas−tal = alas−tak for all k, l ≥ s+ t, (2.9)

aias+raj = ajas+rai for all i, j ≤ s− r + 1, where r = 1, . . . , t, (2.10)

akas−r+1al = alas−r+1ak for all k, l ≥ s+ r, where r = 1, . . . , t. (2.11)

Similarly, if d is a diagram of the form

◦ · · · ◦ •
s−t+1

· · · •
s−1
•
s
•
s+1

•
s+2
· · · •

s+t
•

s+t+1
◦ · · · ◦

consisting of t > 0 consecutive arcs ȧs+1as, . . . ,˛�as+tas−t+1 and a single dot as+t+1, then equalities dual
to (2.7)–(2.11) also can be derived. However, these equalities will not be used explicitly in the paper.

3. Irreducible representations

Our first result shows that infinite dimensional simple K[Cn]-modules will be crucial.

Proposition 3.1. Let φ : Cn −→ EndK(V ) be an irreducible representation of Cn over a field K.

(1) If φ(ana1) = 0 then either φ(an) = 0 or φ(a1) = 0.
(2) If dimK V <∞, then φ(Cn) is commutative, hence dimK V = 1 if K is algebraically closed.
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Proof. First, we claim that anCna1 ⊆ ana1Cn. Let x ∈ Cn. From the canonical form of elements in Cn
it follows that xa1 = xj · · ·xn for some j ∈ {1, . . . , n}, where xj , . . . , xn ∈ Cn and xj ∈ a1Cn if j = 1,
and xj ∈ aja1Cn if j > 1. Since anaja1 = ana1aj , the claim follows.

Suppose that φ(ana1) = 0. Then φ(an)φ(Cn)φ(a1) = φ(an)φ(a1)φ(Cn) = 0. Since φ is irreducible, it
follows that either φ(an) = 0 or φ(a1) = 0.

In order to prove the second assertion, consider z = ana1 ∈ Cn. If φ(z) = 0 then, by the first part of
the proof, φ comes from an irreducible representation of Cn−1. Hence, the result follows by induction in
this case. Otherwise, φ(z) 6= 0 is an invertible element in the simple algebra R = SpanK φ(Cn), because
it is central. Thus, in particular, φ(an) is invertible in R, so the relations (1.1) defining Cn easily imply
that φ(Cn) is commutative and the assertion follows. �

Our next aim is to construct a family of simple left K[Cn]-modules in case n is even. Later we shall see
that these modules are of special interest, because they are the corner stone of an inductive classification
of all simple left modules over the algebra K[Cn].

Proposition 3.2. Let V be a K-linear space with basis {ei1,...,is : i1, . . . , is ≥ 0} for some s ≥ 1.
Moreover, let 0 6= λ1, . . . , λs ∈ K and n = 2s. Then the action of a1, . . . , an ∈ Cn on V defined by

ajei1,...,is =


λjei1,...,ij−1,ij+1,...,is+1 if j ≤ s,
ei1,...,in−j ,in−j+1−1,...,is−1 if j > s and ik > 0 for all k > n− j,
0 if j > s and ik = 0 for some k > n− j

makes V = V (λ1, . . . , λs) a simple left K[Cn]-module. Moreover, if 0 6= µ1, . . . , µs ∈ K then we have
V (λ1, . . . , λs) ∼= V (µ1, . . . , µs) as left K[Cn]-modules if and only if λi = µi for all i = 1, . . . , s.

Proof. First, we have to check that the defined action of a1, . . . , an ∈ Cn on V respects the Chinese
relations. So, we have to prove that

(alakaj − alajak)V = al(akaj − ajak)V = 0

and

(alakaj − akalaj)V = (alak − akal)ajV = 0

for all j ≤ k ≤ l. Since we have (akaj−ajak)V = 0 for all j, k ≤ s and (alak−akal)V = 0 for all k, l > s,
it is enough to show that:

(1) (alakaj − alajak)V = 0 for all j ≤ s < k ≤ l such that j + l ≤ n,
(2) (alakaj − alajak)V = 0 for all j ≤ s < k ≤ l such that j + k ≤ n < j + l,
(3) (alakaj − alajak)V = 0 for all j ≤ s < k ≤ l such that n < j + k,
(4) (alakaj − akalaj)V = 0 for all j ≤ k ≤ s < l such that k + l ≤ n,
(5) (alakaj − akalaj)V = 0 for all j ≤ k ≤ s < l such that j + l ≤ n < k + l,
(6) (alakaj − akalaj)V = 0 for all j ≤ k ≤ s < l such that j + l > n.

It is easy to verify that we have, respectively:

(1) If k < l then

alakajei1,...,is = alajakei1,...,is =


λjei1,...,ij−1,ij+1,...,in−l+1,in−l+1,...,in−k,in−k+1−1,...,is−1

if ip > 0 for all p > n− k,
0 otherwise.

Whereas, if k = l then

alakajei1,...,is = alajakei1,...,is =


λjei1,...,ij−1,ij+1,...,in−k+1,in−k+1−1,...,is−1

if ip > 0 for all p > n− k,
0 otherwise.

(2) If j + l > n+ 1 then

alakajei1,...,is = alajakei1,...,is =


λjei1,...,in−l,in−l+1−1,...,ij−1−1,ij ,...,in−k,in−k+1−1,...,is−1

if ip > 0 for all n− l < p < j,

and iq > 0 for all q > n− k,
0 otherwise.
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Whereas, if j + l = n+ 1 then

alakajei1,...,is = alajakei1,...,is =

®
λjei1,...,in−k,in−k+1−1,...,is−1 if ip > 0 for all p > n− k,
0 otherwise.

(3) If k < l and j + k > n+ 1 then

alakajei1,...,is = alajakei1,...,is =



λjei1,...,in−l,in−l+1−1,...,in−k−1,in−k+1−2,...,ij−1−2,ij−1,...,is−1

if ip > 0 for all n− l < p ≤ n− k,
iq > 1 for all n− k < q < j,

and ir > 0 for all r ≥ j,
0 otherwise.

If k = l and j + k > n+ 1 then

alakajei1,...,is = alajakei1,...,is =


λjei1,...,in−k,in−k+1−2,...,ij−1−2,ij−1,...,is−1

if ip > 1 for all n− k < p < j,

and iq > 0 for all q ≥ j,
0 otherwise.

Whereas, if j + k = n+ 1 then

alakajei1,...,is = alajakei1,...,is =

®
λjei1,...,in−l,in−l+1−1,...,is−1 if ip > 0 for all p > n− l,
0 otherwise.

(4) If j < k then

alakajei1,...,is = akalajei1,...,is = λjλkei1,...,ij−1,ij+1,...,ik−1+1,ik+2,...,in−l+2,in−l+1+1,...,is+1.

Whereas, if j = k then

alakajei1,...,is = akalajei1,...,is = λ2jei1,...,ij−1,ij+2,...,in−l+2,in−l+1+1,...,is+1.

(5) If k + l > n+ 1 then

alakajei1,...,is = akalajei1,...,is = λjλkei1,...,ij−1,ij+1,...,in−l+1,in−l+1,...,ik−1,ik+1,...,is+1.

Whereas, if k + l = n+ 1 then

alakajei1,...,is = akalajei1,...,is = λjλkei1,...,ij−1,ij+1,...,is+1.

(6) If j < k and j + l > n+ 1 then

alakajei1,...,is = akalajei1,...,is =


λjλkei1,...,in−l,in−l+1−1,...,ij−1−1,ij ,...,ik−1,ik+1,...,is+1

if ip > 0 for all n− l < p < j,

0 otherwise.

If j = k and j + l > n+ 1 then

alakajei1,...,is = akalajei1,...,is =


λ2jei1,...,in−l,in−l+1−1,...,ij−1−1,ij+1,...,is+1

if ip > 0 for all n− l < p < j,

0 otherwise.

Whereas, if j + l = n+ 1 then

alakajei1,...,is = akalajei1,...,is = λjλkei1,...,ik−1,ik+1,...,is+1.

Now, let us prove that the K[Cn]-module V is simple. First, it can be easily verified that for each
j < s we have an−jajei1,...,is = λjei1,...,ij−1,ij+1,ij+1,...,is (that is, the action of an−jaj on ei1,...,is increases
the index ij by one and leaves other indices unchanged) and asei1,...,is = λsei1,...,is−1,is+1 (that is, the
action of as on ei1,...,is increases the index is by one and leaves other indices unchanged). Therefore,

ei1,...,is = (λ−11 an−1a1)i1 · · · (λ−1s−1as+1as−1)is−1(λ−1s as)
ise0,...,0
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for all i1, . . . , is ≥ 0. Hence, to prove simplicity of V , it suffices to check that e0,...,0 ∈ K[Cn]v for each
0 6= v ∈ V . So, let 0 6= v =

∑r
i1,...,is=0 λi1,...,isei1,...,is for some λi1,...,is ∈ K be fixed. Then define

m1 = max{i1 : λi1,...,is 6= 0 for some i2, . . . , is},
m2 = max{i2 : λm1,i2,...,is 6= 0 for some i3, . . . , is},
m3 = max{i3 : λm1,m2,i3,...,is 6= 0 for some i4, . . . , is},

...

ms = max{is : λm1,...,ms−1,is 6= 0}.
Because, for each j < s, we have

an−j+1aj+1ei1,...,is =

®
λj+1ei1,...,ij−1,ij−1,ij+1,...,is if ij > 0,

0 if ij = 0

(that is, the action of an−j+1aj+1 on ei1,...,is decreases the index ij by one, if possible, and leaves other
indices unchanged) and because

as+1ei1,...,is =

®
ei1,...,is−1,is−1 if is > 0,

0 if is = 0

(that is, the action of as+1 on ei1,...,is decreases the index is by one, if possible, and leaves other indices
unchanged), we conclude that

e0,...,0 = (λm1,...,ms
λm1
2 · · ·λms−1

s )−1ams
s+1(as+2as)

ms−1 · · · (ana2)m1v ∈ K[Cn]v,

as claimed.
Finally, note that isomorphic modules have equal annihilators and (an−i+1ai − λi)V = 0 for each

i = 1, . . . , s. Hence, if also (an−i+1ai − µi)V = 0 for some i ∈ {1, . . . , s}, then (λi − µi)V = 0 and, in
consequence, λi = µi. Thus the last part of the proposition also follows. �

It is worth to note that the modules constructed in Proposition 3.2 can be obtained by a successive
application of the construction presented in Proposition 3.3, starting with the left K[C2]-module Z with
basis {ei : i ≥ 0}, and with the action of a1, a2 ∈ C2 on Z defined by

a1ei = λ1ei+1, a2ei =

®
ei−1 if i > 0,

0 if i = 0

for some 0 6= λ1 ∈ K. (Notice that such a module Z is a straightforward generalization of the classical
simple K[B]-module, considered for example in [12, p. 195 and Ex. 11.9.].) This is fully explained below.

Proposition 3.3. Let U be a left K[Cs,s+1
n ]-module with basis {ei1,...,is−1

: i1, . . . , is−1 ≥ 0}, where
n = 2s for some s ≥ 1. Assume that (aiaj − ajai)U = (akal − alak)U = 0 for all i, j < s and
k, l > s + 1. Assume also that for each 0 6= u ∈ U and i1, . . . , is−1 ≥ 0 there exists x ∈ K · Cs,s+1

n

satisfying xu = ei1,...,is−1
. Moreover, let V be a K-linear space with basis {fi : i ≥ 0}. Then, for

each 0 6= λs ∈ K, the action of a1, . . . , an ∈ Cn on the K-linear space W = U ⊗K V with basis
{ei1,...,is = ei1,...,is−1

⊗ fis : i1, . . . , is ≥ 0} defined by

ajei1,...,is =



ajei1,...,is−1
⊗ fis+1 if j < s,

λsei1,...,is−1
⊗ fis+1 if j = s,

ei1,...,is−1
⊗ fis−1 if j = s+ 1 and is > 0,

ajei1,...,is−1 ⊗ fis−1 if j > s+ 1 and is > 0,

0 otherwise

makes W a left K[Cn]-module such that (aiaj−ajai)W = (akal−alak)W = 0 for all i, j ≤ s and k, l > s.
Moreover, for each 0 6= w ∈ W and i1, . . . , is ≥ 0 there exists x ∈ K · Cn satisfying xw = ei1,...,is . In
particular, W is a simple left K[Cn]-module.

Proof. First, it is convenient to define asei1,...,is−1
= λsei1,...,is−1

and as+1ei1,...,is−1
= ei1,...,is−1

for all
i1, . . . , is−1 ≥ 0 . With this notation the action of a1, . . . , an ∈ Cn on the basis of W can be rewritten as

ajei1,...,is =


ajei1,...,is−1

⊗ fis+1 if j ≤ s,
ajei1,...,is−1

⊗ fis−1 if j > s and is > 0,

0 if j > s and is = 0.
8



It is almost obvious that the defined action respects the Chinese relations not involving as and as+1.
Moreover, if i, j ≤ s then

(aiaj − ajai)ei1,...,is = (aiaj − ajai)ei1,...,is−1 ⊗ fis+2 = 0,

hence (aiaj − ajai)W = 0. Similarly, if k, l > s then

(akal − alak)ei1,...,is =

®
(akal − alak)ei1,...,is−1

⊗ fis−2 if is > 1,

0 if is ≤ 1
= 0,

hence (akal − alak)W = 0. Since (as+1as − λs)W = 0, to prove that W is indeed a K[Cn]-module it
suffices to check that:

(1) (ajas+1ai − as+1ajai)W = 0 for all i ≤ j ≤ s,
(2) (ajas+1ai − ajaias+1)W = 0 for all i ≤ s < j,
(3) (asajai − ajasai)W = 0 for all i ≤ s < j,
(4) (ajaias − ajasai)W = 0 for all s < i ≤ j,
(5) (as+1as+1ai − as+1aias+1)W = 0 for all i ≤ s,
(6) (asaias − aiasas)W = 0 for all i > s.

Let W0 denote the subspace of W spanned by the set {ei1,...,is : i1, . . . , is−1 ≥ 0 and is = 0}, and W+

denote the subspace of W spanned by the set {ei1,...,is : i1, . . . , is−1 ≥ 0 and is > 0}. Then we have,
respectively:

(1) (ajas+1ai − as+1ajai)W = (ajas+1 − as+1aj)aiW = 0, because aiW ⊆ W+ for i ≤ s and
(ajas+1 − as+1aj)W+ = 0 for j ≤ s.

(2) (ajas+1ai − ajaias+1)W = aj(as+1ai − aias+1)W = 0, because (as+1ai − aias+1)W ⊆ W0 for
i ≤ s and ajW0 = 0 for j > s.

(3) (asajai−ajasai)W = (asaj−ajas)aiW = 0, because aiW ⊆W+ for i ≤ s and (asaj−ajas)W+ =
0 for j > s.

(4) (ajaias − ajasai)W = aj(aias − asai)W = 0, because (aias − asai)W ⊆ W0 for i > s and
ajW0 = 0 for j > s.

(5) (as+1as+1ai−as+1aias+1)W = as+1(as+1ai−aias+1)W = 0, because (as+1ai−aias+1)W ⊆W0

for i ≤ s, and as+1W0 = 0.
(6) (asaias − aiasas)W = (asai − aias)asW = 0, because asW ⊆ W+ and (asai − aias)W+ = 0 for

i > s.

Now, let us fix 0 6= w ∈ W and i1, . . . , is ≥ 0. To show that xw = ei1,...,is for some x ∈ K · Cn write
w =

∑r
j1,...,js=0 λj1,...,jsej1,...,js , where λj1,...,js ∈ K. Define

m = max{js : λj1,...,js 6= 0 for some j1, . . . , js−1}.

Then replacing the vector w by ams+1w we may assume that λj1,...,js = 0 for all j1, . . . , js−1 ≥ 0 and
js > 0, that is

0 6= w =
r∑

j1,...,js−1=0

λj1,...,js−1,0ej1,...,js−1,0 = u⊗ f0,

where 0 6= u =
∑r
j1,...,js−1=0 λj1,...,js−1,0ej1,...,js−1

∈ U . By assumptions on U , there exists x ∈ K ·Cs,s+1
n

such that xu = ei1,...,is−1 . Let p =
∑
j>s+1 degaj (x) and q =

∑
j<s degaj (x). Then

λ−p−iss aiss a
q
s+1xa

p
sw = (λ−1s as)

isaqs+1x(λ−1s as)
p(u⊗ f0)

= (λ−1s as)
isaqs+1x(u⊗ fp)

= (λ−1s as)
isaqs+1ei1,...,is−1,q

= (λ−1s as)
isei1,...,is−1,0

= ei1,...,is .

Hence the result follows. �

The next result is one of the essential tools used in this section. An easy proof, based on the Density
Theorem, can be found in [3].

Proposition 3.4. Let A be a left primitive algebra over an algebraically closed field F . If dimF A < |F |
then the algebra A is central (that is, Z(A) = F ).
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If w1, w2, . . . , wk ∈ M for a monoid M then we will write w∗1w
∗
2 · · ·w∗k for the set of all elements of

the form wi11 w
i2
2 · · ·w

ik
k ∈M with i1, i2, . . . , ik ≥ 0.

Now, consider a simple left K[Cn]-module V with annihilator P . Since P is a prime ideal, it follows
that P contains a minimal prime ideal of K[Cn], which is of the form Iρ(d) for some leaf d in D (see
Section 2 or [10]). So, it is reasonable to investigate the structure of left primitive ideals of K[Cn]
containing ideals coming from diagrams of a particular shape. Our first result in this direction reads as
follows.

Proposition 3.5. Assume that P is a prime ideal of K[Cn] containing the ideal Iρ, where ρ is the
congruence on Cn determined by the diagram

◦ · · · ◦ • · · · • • • • • • · · · • ◦ · · · ◦
consisting of t > 0 consecutive arcs ȧs+1as, . . . ,˛�as+tas−t+1 (as shown in the picture). Assume addition-
ally that as+tas−t+1 ∈ P . Then as+t ∈ P or as−t+1 ∈ P .

Proof. Let T be the image of Cn in K[Cn]/P . Our first aim is to show that as−t+1as+t = 0 in T .
To prove this let us introduce some notation. For any 1 ≤ i ≤ j ≤ n let Wi,j denote the subset of
Cn consisting of all elements of the form bi · · · bj written in the notation of the canonical form (1.2).
Moreover, let us adopt the convention that Wi,j = {1} in case i > j. In the following we shall use the
same notation for the elements of T .

First, using as+tas−t+1 = 0 in T , note that:

• If j ≤ s − t + 1 then (as−t+1as+t)aj = as+tas−t+1aj in Cn. Hence (as−t+1as+t)aj = 0 in T for
all j ≤ s− t+ 1.

• If j < k satisfy j ≤ s − t + 1 and k ≤ s + t then (as−t+1as+t)(akaj) = as−t+1as+tajak =
as+tas−t+1ajak in Cn. Hence (as−t+1as+t)(akaj) = 0 in T for all j < k such that j ≤ s− t+ 1
and k ≤ s+ t.

This implies that as−t+1as+tW1,s−t+1 = 0 in T and as−t+1as+tWs−t+2,s+t = as−t+1as+tU ∪ {0} in T ,
where U = U1 · · ·U2t−1 and

U1 = (as−t+2)∗,

U2 = (as−t+3as−t+2)∗(as−t+3)∗,

U3 = (as−t+4as−t+2)∗(as−t+4as−t+3)∗(as−t+4)∗,

...

U2t−1 = (as+tas−t+2)∗(as+tas−t+3)∗ · · · (as+tas+t−1)∗(as+t)
∗.

As a consequence we get
as−t+1as+tT ⊆ as−t+1as+tUWs+t+1,n ∪ {0}. (3.1)

Next, remembering that as+tas−t+1 = 0 in T , we get:

• If j ≥ s + t then aj(as−t+1as+t) = ajas+tas−t+1 in Cn. Hence aj(as−t+1as+t) = 0 in T for all
j ≥ s+ t.

• If j < k satisfy j ≤ s− t+ 1 and k ≥ s+ t then (akaj)(as−t+1as+t) = (as−t+1as+t)(akaj) in Cn.
Hence also (akaj)(as−t+1as+t) = (as−t+1as+t)(akaj) in T for all j < k such that j ≤ s − t + 1
and k ≥ s+ t.

• If j < k satisfy j > s − t + 1 and k ≥ s + t then (akaj)(as−t+1as+t) = (akas−t+1)(ajas+t) =
(ajas+t)(akas−t+1) = ajakas+tas−t+1 in Cn. Hence (akaj)(as−t+1as+t) = 0 in T for all j < k
such that j > s− t+ 1 and k ≥ s+ t.

These equalities assure that Ws+t+1,nas−t+1as+t ⊆ as−t+1as+tT . Thus, together with (3.1), we obtain

as−t+1as+tTas−t+1as+t ⊆ as−t+1as+tUWs+t+1,nas−t+1as+t ⊆ as−t+1as+tUas−t+1as+tT. (3.2)

Now, choose 1 6= u ∈ U . Then let m be the minimum of those numbers j ∈ {s − t + 2, . . . , s + t} such
that the generator aj appears in u. Since as+t(akam) = ak(as+tam) in Cn for all m < k ≤ s+ t, we get
as+tu ∈ Tas+tam. Therefore,

as−t+1as+tuas−t+1as+t ∈ as−t+1T (as+tamas−t+1)as+t = as−t+1T (as+tas−t+1am)as+t = 0. (3.3)

Thus (3.3) together with (as−t+1as+t)
2 = 0 in T yield as−t+1as+tUas−t+1as+t = 0 in T . Hence, as

a consequence of (3.2), we get as−t+1as+tTas−t+1as+t = 0 as well. Since T is a prime semigroup, we
conclude that as−t+1as+t = 0 in T , as desired.
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Next, we claim that as−t+1Tas+t = 0. First, by (2.3) it follows that as−t+1 commutes in T with
a1, . . . , as. Hence we get as−t+1W1,s = W1,sas−t+1 in T . Similarly, by (2.4) it follows that as+t commutes
in T with as+1, . . . , an. Moreover, as+t commutes in Cn with ajai for all i < j such that i ≤ s+ t ≤ j.
Therefore, we get Ws+t,nas+t = as+tWs+t,n in T , which leads to

as−t+1Tas+t = W1,sas−t+1Ws+1,nas+t = W1,sas−t+1Ws+1,s+t−1as+tWs+t,n.

So it is enough to show that as−t+1Ws+1,s+t−1as+t = 0 in T . Further, let us observe that:

• If j > s then ajas+t = as+taj in T (by (2.4), because j > s and s+ t > s),
• If k > s then (akas)as+t = as+tasak in T (by (2.6) with r = 1, because k > s and s+ t > s),
• If j < k satisfy s − t < j ≤ s and j + k > n then (akaj)as+t = as+tajak in T (by (2.6) with
r = s − j + 1. Indeed, the assumption s − t < j ≤ s assures that 1 ≤ r ≤ t. Moreover,
s+r = 2s− j+1 = n− j+1. Hence, to use (2.6), it only remains to check that k ≥ n− j+1 and
s+t ≥ n−j+1. Now, the first inequality is a consequence of j+k > n, whereas the second one is
obtained as follows. Since s− t < j, we get t ≥ s− j+1. Therefore, s+ t ≥ 2s− j+1 = n− j+1.
We note that straightforward calculations on indices of this type will be also used in other proofs
in this section; however, complete explanations will be skipped.)

These equalities lead to the conclusion that Ws+1,s+t−1as+t ⊆ V as+tT , where V = V1 · · ·Vt−1 and

V1 = (as+1a1)∗(as+1a2)∗ · · · (as+1as−1)∗,

V2 = (as+2a1)∗(as+2a2)∗ · · · (as+2as−2)∗,

V3 = (as+3a1)∗(as+3a2)∗ · · · (as+3as−3)∗,

...

Vt−1 = (as+t−1a1)∗(as+t−1a2)∗ · · · (as+t−1as−t+1)∗.

Next, we have as−t+1(akaj) = ajakas−t+1 in T for all j < k such that j + k ≤ n+ 1 and s < k ≤ s+ t.
Indeed, here assumptions on j and k can be rewritten as j ≤ n− k + 1 and s− t+ 1 ≤ n− k + 1, hence
our equality follows by (2.5) with r = k− s. Since each element of V is a product of elements akaj with
j < k such that j + k ≤ n and s < k < s+ t, we conclude that as−t+1V ⊆ Tas−t+1. Therefore

as−t+1Ws+1,s+t−1as+t ⊆ as−t+1V as+tT ⊆ Tas−t+1as+tT = 0.

This proves the claim. Since T is a prime semigroup, it follows that as−t+1 = 0 in T or as+t = 0 in T
or, in other words, as−t+1 ∈ P or as+t ∈ P . �

Proposition 3.6. Assume that P is a left primitive ideal of K[Cn] containing the ideal Iρ, where ρ is
the congruence on Cn determined by one of the two diagrams

◦ · · · ◦ • • · · · • • • • · · · • ◦ · · · ◦ or ◦ · · · ◦ • · · · • • • • · · · • • ◦ · · · ◦
consisting of t > 0 consecutive arcs ȧs+1as, . . . ,˛�as+tas−t+1 and a single dot as−t or as+t+1 (as shown in
the picture). Assume additionally that as+tas−t+1 /∈ P . Then as−t−λas−t+1 ∈ P or as+t+1−λas+t ∈ P
for some λ ∈ K, respectively.

Proof. Since the two cases are symmetric, it is enough to consider the former. Let us notice first that the
element as+tas−t+1 is central in K[Cn]/P . Indeed, if i ≤ s− t+ 1, then aias+tas−t+1 = as−t+1as+tai =
as+tas−t+1ai in K[Cn]/P (first equality is a consequence of (2.10) with r = t, because i ≤ s − t + 1;
second equality is valid in Cn). Next, if s − t + 1 < i ≤ s + t, then aias+tas−t+1 = as+tas−t+1ai in
Cn, hence also in K[Cn]/P . Whereas, if i > s+ t, then aias+tas−t+1 = aias−t+1as+t = as+tas−t+1ai in
K[Cn]/P (first equality holds in Cn; second equality follows from (2.11) with r = t, because i ≥ s+ t).
Therefore, Proposition 3.4 implies that as+tas−t+1 = µ in K[Cn]/P for some µ ∈ K. Moreover, µ 6= 0
because as+tas−t+1 /∈ P . We claim that the element as+tas−t is central in K[Cn]/P as well. Indeed,
if j ≤ s − t, then ajas+tas−t = as−tas+taj = as+tas−taj in K[Cn]/P (first equality holds by (2.10)
with r = t, because j ≤ s − t + 1 and s − t ≤ s − t + 1; second equality is valid in Cn). Next, if
s − t < j < s + t, then ajas+tas−t = as+tas−taj in Cn, hence also in K[Cn]/P . Whereas, if j ≥ s + t,
then ajas+tas−t = as+tajas−t = as+tas−taj in K[Cn]/P (first equality holds Cn; second equality is a
consequence of (2.9), because j ≥ s+ t). Therefore, by Proposition 3.4, we get as+tas−t = ν in K[Cn]/P
for some ν ∈ K, which leads to

µas−t = as+tas−t+1as−t = as+tas−tas−t+1 = νas−t+1

in K[Cn]/P . Hence we get as−t − λas−t+1 ∈ P , where λ = µ−1ν ∈ K. �
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Proposition 3.7. Assume that P is a left primitive ideal of K[Cn] containing the ideal Iρ, where ρ is
the congruence on Cn determined by one of the two diagrams

• • · · · • • • • · · · • • ◦ · · · ◦ or ◦ · · · ◦ • • · · · • • • • · · · • •
consisting of t > 0 consecutive arcs ȧt+1at, . . . , ă2ta1 or ˇ�an−t+1an−t, . . . ,˛�anan−2t+1 (as shown in the
picture). Assume additionally that a2ta1 /∈ P or anan−2t+1 /∈ P , respectively. Then a2t+1 − λa2t ∈ P or
an−2t − λan−2t+1 ∈ P for some λ ∈ K, respectively.

Proof. Since the two cases are symmetric, it suffices to consider the former. First, notice that the element
a2ta1 is central in K[Cn]/P . Indeed, if i ≤ 2t, then aia2ta1 = a2ta1ai in Cn, hence also in K[Cn]/P .
Whereas, if i > 2t, then aia2ta1 = aia1a2t = a2ta1ai (first equality holds in Cn; second equality follows
from (2.6) with r = s = t, because i ≥ 2t). Hence, by Proposition 3.4, we get a2ta1 = µ in K[Cn]/P
for some µ ∈ K. Moreover, a2ta1 /∈ P implies that µ 6= 0. We claim that the element a2t+1a1 is central
in K[Cn]/P as well. Indeed, if j ≤ 2t, then a2t+1a1aj = aja2t+1a1 in Cn, hence also in K[Cn]/P .
Whereas, if j > 2t, then aja2t+1a1 = aja1a2t+1 = a2t+1a1aj in K[Cn]/P (first equality holds in Cn;
second equality is a consequence of (2.6) with r = s = t, because j ≥ 2t). Thus, Proposition 3.4 yields
a2t+1a1 = ν in K[Cn]/P for some ν ∈ K, and we get

µa2t+1 = a2t+1a2ta1 = a2t+1a1a2t = νa2t

in K[Cn]/P . Hence we get a2t+1 − λa2t ∈ P , where λ = µ−1ν ∈ K. �

Before we proceed to a formulation of the main result of this paper, let us recall some notions and
introduce some notation. We say that the element x ∈ K[Cn] acts regularly on a left K[Cn]-module V
if xv 6= 0 for each 0 6= v ∈ V (or, in other words, if the annihilator of x in V is equal to zero).

In the following five lemmas we assume that n is even, say n = 2s for some s ≥ 1. We assume as well
that the K[Cn]-module V is simple, and its annihilator P contains the ideal Iρ, where ρ is the congruence
on Cn determined by the diagram

• • · · · • • • • • • · · · • •
consisting of s consecutive arcs ȧs+1as, . . . , āna1 (as shown in the picture). Moreover, we consider the
set

X = {ajai : i < s+ 1 < j and i+ j > n+ 1} ⊆ Cn,
and its subsets

X0 = {x ∈ X : x does not act regularly on V }, X1 = X \X0.

Of course, the sets X0 and X1 depend on the module V .

Lemma 3.8. We have xy − yx ∈ P for all x, y ∈ X.

Proof. Let x = ajai and y = alak. If j = l then xy = yx in Cn. Hence, we may assume that j < l. If
i ≥ k then again xy = yx in Cn. So, assume that i < k. Summarizing, we are in the situation where
i < k < s + 1 < j < l. Then, by (2.6) with r = s − i + 1, we get ajaial = alaiaj in K[Cn]/P (because
l > j > n− i+ 1 so, in particular, j, l ≥ n− i+ 1), which leads to

xy = ajaialak = alaiajak = alajaiak = alakajai = yx

in K[Cn]/P . Hence the result follows. �

Lemma 3.9. Assume that an−j+1aj /∈ P for each j = 1, . . . , s. If x ∈ X1 then x − µ ∈ P for some
0 6= µ ∈ K.

Proof. First, notice that each element an−j+1aj for j = 1, . . . , s is central in K[Cn]/P . Indeed, if
i ≤ j, then aian−j+1aj = ajan−j+1ai = an−j+1ajai in K[Cn]/P (first equality is a consequence of
(2.5) with r = s − j + 1, because i ≤ j; second equality is valid in Cn). Next, if j < i ≤ n − j + 1,
then ai commutes with an−j+1aj in Cn, hence also in K[Cn]/P . Whereas, if i > n − j + 1, then
aian−j+1aj = aiajan−j+1 = an−j+1ajai in K[Cn]/P (first equality holds in Cn; second equality follows
from (2.6) with r = s− j + 1, because i ≥ n− j + 1). Hence Proposition 3.4 assures that an−j+1aj = λj
in K[Cn]/P . Since an−j+1aj /∈ P , we get λj 6= 0 for each j = 1, . . . , s. Now, let x = akaj . Since we have

(akaj)(an−j+1an−k+1) = an−j+1akajan−k+1 = (an−j+1aj)(akan−k+1)
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in Cn and akaj(an−j+1an−k+1akaj − λjλn−k+1)V = 0, we conclude that x and y = νan−j+1an−k+1,
where ν = (λjλn−k+1)−1 ∈ K, are mutual inverses in K[Cn]/P .

We claim that each generator ai, for i = 1, . . . , n, commutes with x or y in K[Cn]/P . Indeed, if i ≤ j
then, by (2.5) with r = s − j + 1, we get aian−j+1an−k+1 = an−k+1an−j+1ai in K[Cn]/P (because we
have i ≤ j, and from j + k > n+ 1 we get also n− k + 1 ≤ j), so

aiy = νaian−j+1an−k+1 = νan−k+1an−j+1ai = νan−j+1an−k+1ai = yai

in K[Cn]/P . If j < i ≤ n− j + 1 then from j + k > n+ 1 we get n− k+ 1 < j < i, so ai commutes with
y = an−j+1an−k+1 in Cn, hence in K[Cn]/P , too. If n − j + 1 < i ≤ k then j < n − j + 1 < i implies
that ai commutes with x = akaj in Cn, hence in K[Cn]/P as well. Whereas, if i > k then, by (2.6) with
r = s− j+1, we have aiajak = akajai in K[Cn]/P (because from j+k > n+1 we get i > k ≥ n− j+1),
which yields

aix = aiakaj = aiajak = akajai = xai

in K[Cn]/P , and the claim follows. In particular, x in central in K[Cn]/P . Therefore, Proposition 3.4
guarantees that x− µ ∈ P for some µ ∈ K. Since x acts regularly on V , we must have µ 6= 0. �

Let x = alak ∈ X and y = ajai ∈ X. We say that x dominates y (or that y is dominated by x) if
j ≤ l and i ≤ k.

Lemma 3.10. Assume that an−j+1aj /∈ P for each j = 1, . . . , s. If y ∈ X is dominated by some x ∈ X1,
then y ∈ X1.

Proof. By Lemma 3.9 we know that x − µ ∈ P for some 0 6= µ ∈ K. Moreover, as in Lemma 3.9, we
have an−j+1aj = λj in K[Cn]/P , where λj 6= 0, for each j = 1, . . . , s. Now, write x = alak and y = ajai.
Of course it suffices to consider just two cases. Namely, (i, j) = (k − 1, l) and (i, j) = (k, l − 1). Assume
first that (i, j) = (k − 1, l). Then, by (2.6) with r = s − k + 1, we have an−k+2akal = alakan−k+2 in
K[Cn]/P (because from k + l > n+ 1 we get l ≥ n− k + 1 and, of course, n− k + 2 ≥ n− k + 1). Now,
if v ∈ V and yv = 0 then

0 = an−k+2akyv = an−k+2akalak−1v = alakan−k+2ak−1v = λk−1µv,

because alak = µ and an−k+2ak−1 = λk−1 in K[Cn]/P . Hence v = 0. Finally, let (i, j) = (k, l − 1). If
yv = 0 for some v ∈ V then

0 = alan−l+2yv = alan−l+2al−1akv = alal−1an−l+2akv = λn−l+2alakv = λn−l+2µv,

because al−1an−l+2 = λn−l+2 and alak = µ in K[Cn]/P . Hence again v = 0, and the result follows. �

The statement of the last lemma can be easily visualized if we arrange the elements of X in a triangular
matrix, as follows

ana2 ana3 ana4 · · · anas−2 anas−1 anas
an−1a3 an−1a4 · · · an−1as−2 an−1as−1 an−1as

an−2a4 · · · an−2as−2 an−2as−1 an−2as
. . .

...
...

...
as+4as−2 as+4as−1 as+4as

as+3as−1 as+3as
as+2as

(3.4)

Then, for each x ∈ X, elements in X dominated by x constitute a right triangle with x as the vertex of
the right angle and with its hypotenuse consisting of elements lying on the diagonal of the above matrix.
It is also worth to reformulate Lemma 3.10 in the following way. If x = ajai ∈ X0 then all elements
dominating x also lie in X0 (these are precisely the elements of the matrix lying inside the rectangle
defined by the vertices ajai, anai, anas, ajas).

Lemma 3.11. If x ∈ X0 then for each v ∈ V there exists m > 0 such that xmv = 0.

Proof. Let x = akaj . Since x does not act regularly on V , there exists 0 6= w ∈ V such that xw = 0.
Because V is a simple module, we have V = K[Cn]w. We claim that for each z ∈ Cn there exists l > 0
such that x commutes with xlz in K[Cn]/P (in fact, it suffices to take l = deg(z)). Of course this claim
implies our lemma. We shall prove the claim by induction on deg(z). So assume first that deg(z) = 1.
Then z = ai for some i ∈ {1, . . . , n}. If i < j then xz = akajai = (akai)aj in Cn. Hence xz commutes
with x in Cn, so also in K[Cn]/P . Next, if j ≤ i ≤ k then x commutes with z in Cn, hence also with
xz in Cn, and of course in K[Cn]/P as well. Finally, if i > k then, by (2.6) with r = s − j + 1, we get
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xz = akajai = (aiaj)ak in K[Cn]/P (because j+k > n+ 1 implies i > k ≥ n− j+ 1). Thus x commutes
with xz in K[Cn]/P as well. Now assume that deg(z) > 1 and write z = z′ai for some z′ ∈ Cn and
some i ∈ {1, . . . , n}. By induction, there exists l > 0 such that x commutes with xlz′ in K[Cn]/P . Now
xl+1z = xl+1z′ai = (xlz′)(xai), so the claim follows, because x commutes in K[Cn]/P with xlz′ and
with xai, hence also with xl+1z. �

Lemma 3.12. Assume that an−j+1aj /∈ P for each j = 1, . . . , s. If as+1 does not act regularly on V
then there exists 0 6= v ∈ V such that xv = 0 for each x ∈ X0 and ajv = 0 for each j > s. In this
situation V is spanned as a K-linear space by the set

(an−1a1)∗(an−2a2)∗(an−3a3)∗ · · · (as+3as−3)∗(as+2as−2)∗(as+1as−1)∗a∗sv.

Proof. First, note that for each j = 1, . . . , s we have an−j+1aj = λj inK[Cn]/P for some 0 6= λj ∈ K (this
was already proved in Lemma 3.9). Assume for the moment that we already have a vector 0 6= w ∈ V
such that xw = 0 for each x ∈ X0. Then there exists k > 0 such that aks+1w = 0 6= ak−1s+1w (the
proof of this fact is completely analogous to the proof of Lemma 3.11, so it will be omitted here). Let

v = ak−1s+1w 6= 0. Since as+1 commutes with each x ∈ X in Cn, we get xv = 0 for each x ∈ X0. Of course
as+1v = 0, and if j > s+ 1 then we have

0 = ajasas+1v = ajas+1asv = λsajv,

which gives ajv = 0, because λs 6= 0. Thus, to finish the proof of the first part of our lemma, it is
enough to show that there exists 0 6= w ∈ V such that xw = 0 for each x ∈ X0. If X0 is empty then
there is nothing to show. Therefore, assume that X0 = {x1, . . . , xd} with d = |X0| > 0. Take l < d and
suppose that there exists 0 6= wl ∈ V such that x1wl = · · · = xlwl = 0. By Lemma 3.11 we know that
xml+1wl = 0 6= xm−1l+1 wl for some m > 0. Then define wl+1 = xm−1l+1 wl 6= 0. Because x1, . . . , xl commute
with xl+1 in K[Cn]/P (see Lemma 3.8), we get x1wl+1 = · · · = xlwl+1 = xl+1wl+1 = 0. Now, it is clear
that after d steps we obtain a nonzero vector w = wd ∈ V such that xw = 0 for each x ∈ X0.

Let us proceed to the proof of the last statement of the lemma. So, fix 0 6= v ∈ V satisfying xv = 0
for each x ∈ X0 and ajv = 0 for each j > s. Of course V is spanned as a K-linear space by the set Cnv.
Hence it suffices to show that for each x = b1 · · · bn ∈ Cn written in its canonical form (1.2) we have
xv ∈ K · (an−1a1)∗ · · · (as+1as−1)∗a∗sv.

First, by (2.3), we have aiaj = ajai in K[Cn]/P for all i, j ≤ s. Hence, the element b1 · · · bs can be
written in K[Cn]/P as an element of the set a∗1 · · · a∗s. Next, for each j < s we have

λj+1aj = an−jaj+1aj = (an−jaj)aj+1

in K[Cn]/P . Thus, we conclude that a∗1 · · · a∗s ⊆ K · (an−1a1)∗ · · · (as+1as−1)∗a∗s in K[Cn]/P , which
allows us to assume that

b1 · · · bs ∈ (an−1a1)∗ · · · (as+1as−1)∗a∗s. (3.5)

Further, by (2.4), we have akal = alak in K[Cn]/P for all k, l > s. Therefore, for each j > s, the
element bj can be written in K[Cn]/P as an element of the set (aja1)∗ · · · (ajas)∗a∗s+1 · · · a∗j . Because
the elements as+1, . . . , aj commute in Cn with each akai, where i < k satisfy i ≤ s and k > j, we deduce
that as+1, . . . , aj commute in K[Cn]/P with all elements bj+1, . . . , bn. Moreover, as+1v = · · · = ajv = 0.
These two facts allow us to assume that

bj ∈ (aja1)∗ · · · (ajas)∗ for each j > s. (3.6)

Next, we claim that for all i < s < j such that i+ j < n the equality

(λi+1 · · ·λn−j)ajai = (an−iai)(an−i−1ai+1)(an−i−2ai+2) · · · (ajan−j) (3.7)

holds in K[Cn]/P . We shall prove the claim by induction on d = n− i− j. If d = 1 then i+ j = n− 1
and we have

(an−iai)(ajan−j) = (aj+1ai)(ajai+1) = ajaj+1aiai+1 = aj(aj+1ai+1)ai = λi+1ajai,

because aj+1ai+1 = an−iai+1 = λi+1 in K[Cn]/P . So assume that d > 1, and the claim is true for all
i < s < j such that n − i − j = d. Our aim is to show that (3.7) holds for all i < s < j such that
n − i − j = d + 1. Observe that in this case we must have i + 1 < s, because otherwise i ≥ s − 1 and
j ≥ s + 1 give d + 1 = n − i − j ≤ n − (s − 1) − (s + 1) = 0, a contradiction. So i + 1 < s < j and
n− (i+ 1)− j = d. Therefore, by induction, we get

(λi+2 · · ·λn−j)ajai+1 = (an−i−1ai+1) · · · (ajan−j)
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in K[Cn]/P . This equality, together with an−iai+1 = λi+1 in K[Cn]/P , lead to

(λi+1λi+2 · · ·λn−j)ajai = (λi+2 · · ·λn−j)(an−iai+1)(ajai)

= (λi+2 · · ·λn−j)ajan−iai+1ai

= (λi+2 · · ·λn−j)ajan−iaiaj+1

= (λi+2 · · ·λn−j)(an−iai)(ajai+1)

= (an−iai)(an−i−1ai+1) · · · (ajan−j)

in K[Cn]/P , hence the claim follows. Now, looking at the form (3.6) of bj and using (3.7) to rewrite the
factors ajai with i < n− j (appearing in the form (3.6) of bj), and also noticing that ajan−j+1 = λn−j+1

in K[Cn]/P , we conclude that we may restrict to the situation when

bj ∈ (an−1a1)∗ · · · (ajan−j)∗ · (ajan−j+2)∗ · · · (ajas)∗ for each j > s. (3.8)

Note that in the form (3.8) of bj two types of factors appear. First n− j factors are of the form an−iai
for i = 1, . . . , n− j, whereas next s− (n− j+ 1) = j− s−1 factors (separated from the first n− j factors
by a dot) are of the form ajai, where i = n− j+ 2, . . . , s. Further, each factor ajai for n− j+ 2 ≤ i ≤ s,
appearing in the form (3.8) of bj , lies in X and commutes with all factors an−1a1, . . . , aj+1an−j−1 that
appear in the form (3.8) of the elements bj+1, . . . , bn. Hence, we can write bs+1 · · · bn in K[Cn]/P as an
element of the set K · (an−1a1)∗ · · · (as+1as−1)∗〈X〉, where 〈X〉 ⊆ Cn denotes the monoid generated by
the set X = X0 ∪X1. Since X0v = 0 and X1v ⊆ Kv (see Lemma 3.9), we get 〈X〉v ⊆ Kv, which leads
to the conclusion that

bs+1 · · · bnv ∈ K · (an−1a1)∗ · · · (as+1as−1)∗v. (3.9)

Finally, (3.5) and (3.9) yield xv = b1 · · · bsbs+1 · · · bnv ∈ K · (an−1a1)∗ · · · (as+1as−1)∗a∗sv, which ends the
proof. �

Now, we are ready to formulate the main result of the paper.

Theorem 3.13. Let V be a simple left K[Cn]-module. Then V is isomorphic to one of the modules
constructed in Proposition 3.2 (in this case n must be even) or xV = 0, where x = ai − λ for some
i ∈ {1, . . . , n} and λ ∈ K, or x = λaj − µaj−1 for some j ∈ {2, . . . , n} and λ, µ ∈ K not both equal
to zero. In the latter case V may be treated as a simple left K[Cn−1]-module and its structure can be
described inductively.

Proof. Let P denote the annihilator of the module V . Since P is a prime ideal, it follows that P contains
a minimal prime ideal of K[Cn], which is of the form Iρ(d) for some leaf d ∈ D (see Section 2). We also
know that the congruence ρ(d) arises as a finite extension ρ(d0) ⊆ ρ(d1) ⊆ · · · ⊆ ρ(dm) = ρ(d), where
each dj is a diagram in level j of D. In particular, Iρ(dj) ⊆ P for each j = 1, . . . ,m.

First, consider the case in which some diagram dj+1 is obtained from dj by adding a dot. Let us
additionally assume that j is minimal with this property. If j = 0 then the diagram d1 consists of
a single dot ai for some i ∈ {2, . . . , n − 1}. Hence, by (2.1) and (2.2) with s = i, we conclude that
ai is central in K[Cn]/P . Therefore, by Proposition 3.4, we have xV = 0, where x = ai − λ for some

λ ∈ K. Whereas, if j > 0 then dj consists of j consecutive arcs ȧs+1as, . . . ,ˇ�as+jas−j+1 and dj+1 arises by
adjoining the dot as−j to dj or by adjoining the dot as+j+1 to dj . If as+jas−j+1 ∈ P then Proposition 3.5
implies that xV = 0, where x ∈ {as+j , as−j+1}. Whereas, if as+jas−j+1 /∈ P then Proposition 3.6 implies
that xV = 0, where x ∈ {as−j − λas−j+1, as+j+1 − λas+j : λ ∈ K}, and the result also follows.

Now assume that a dot does not appear in the construction of d, but d contains the arc āja1, where
j < n or the arc ānai, where i > 1. If aja1 ∈ P or anai ∈ P then Proposition 3.5 implies that xV = 0
for some x ∈ {a1, ai, aj , an}. Whereas, if aja1 /∈ P and anai /∈ P then Proposition 3.7 yields xV = 0,
where x ∈ {aj+1 − λaj , ai−1 − λai : λ ∈ K}, hence the result follows in this situation as well.

Let us observe that if n is odd then one of the cases described above must hold. Therefore, we may
assume that n = 2s for some s ≥ 1. Moreover, it remains to consider the case in which the diagram d

• • · · · • • • • • • · · · • •
consists of s consecutive arcs ȧs+1as, . . . , āna1 (as shown in the picture). In this situation we already
know (see the proof of Lemma 3.9) that the elements an−j+1aj for j = 1, . . . , s are central in K[Cn]/P .
Therefore, by Proposition 3.4, we have an−j+1aj = λj in K[Cn]/P for some λj ∈ K. Moreover, due
to Proposition 3.5, we may assume that each λj 6= 0. Further, if as+1 acts regularly on V then the
equality as+1(asas+1 − λs)V = 0 implies (asas+1 − λs)V = 0. Hence as and λ−1s as+1 are mutual

15



inverses in K[Cn]/P . Since as commutes with a1, . . . , as in K[Cn]/P (see (2.3)), and as+1 commutes
with as+1, . . . , an in K[Cn]/P (see (2.4)), we conclude that as is a central element of K[Cn]/P . Thus,
again by Proposition 3.4, we conclude that xV = 0, where x = as − λ for some λ ∈ K. Therefore, we
may assume that as+1 does not act regularly on V . In this situation Lemma 3.12 guarantees that

there exists 0 6= v ∈ V such that X0v = 0 and ajv = 0 for all j > s (3.10)

(notation introduced before Lemma 3.8 is used here). Moreover, we know that V is spanned as a K-linear
space by elements of the set (an−1a1)∗ · · · (as+1as−1)∗a∗sv.

First, assume X0 = X. We claim that in this case elements of the set (an−1a1)∗ · · · (as+1as−1)∗a∗sv
are linearly independent over K. Indeed, suppose on the contrary that

r∑
i1,...,is=0

λi1,...,is(an−1a1)i1 · · · (as+1as−1)is−1aiss v = 0

is a nontrivial relation of linear dependence. Then define

m1 = max{i1 : λi1,i2,...,is 6= 0 for some i2, . . . , is}.

Observe that, by (2.5) with r = s− 1, we have a1an−1a2 = a2an−1a1 in K[Cn]/P , which yields

(ana2)(an−1a1) = an(a2an−1a1) = an(a1an−1a2) = (ana1)(an−1a2) = λ1λ2

in K[Cn]/P . Since ana2v = 0 and because the element ana2 commutes in Cn with an−jaj for j > 1, we
get

0 = (ana2)m1

r∑
i1,...,is=0

λi1,...,is(an−1a1)i1 · · · (as+1as−1)is−1aiss v

= (λ1λ2)m1

r∑
i2,...,is=0

λm1,i2,...,is(an−2a2)i2 · · · (as+1as−1)is−1aiss v.

Assume now that k < s− 1, the numbers m1, . . . ,mk have already been defined, and the equality

r∑
ik+1,...,is=0

λm1,...,mk,ik+1,...,is(an−k−1ak+1)ik+1 · · · (as+1as−1)is−1aiss v = 0

holds with λm1,...,mk,ik+1,...,is 6= 0 for some ik+1, . . . , is. Put

mk+1 = max{ik+1 : λm1,...,mk,ik+1,ik+2,...,is 6= 0 for some ik+2, . . . , is}.

Then, by (2.5) with r = s−k−1, we have ak+2an−k−1ak+1 = ak+1an−k−1ak+2 in K[Cn]/P , which yields

(an−kak+2)(an−k−1ak+1) = an−k(ak+2an−k−1ak+1)

= an−k(ak+1an−k−1ak+2)

= (an−kak+1)(an−k−1ak+2) = λk+1λk+2

in K[Cn]/P . Since an−kak+2v = 0 and because the element an−kak+2 commutes in Cn with an−jaj for
j > k + 1, we get

0 = (an−kak+2)mk+1

r∑
ik+1,...,is=0

λm1,...,mk,ik+1,...,is(an−k−1ak+1)ik+1 · · · (as+1as−1)is−1aiss v

= (λk+1λk+2)mk+1

r∑
ik+2,...,is=0

λm1,...,mk+1,ik+2,...,is(an−k−2ak+2)ik+2 · · · (as+1as−1)is−1aiss v.

Thus, by induction, we conclude that there exist m1, . . . ,ms−1 such that λm1,...,ms−1,is 6= 0 for some is,
and

r∑
is=0

λm1,...,ms−1,isa
is
s v = 0.

Now, let ms = max{is : λm1,...,ms−1,is 6= 0}. Since as+1as = λs in K[Cn]/P and as+1v = 0, we get

0 = ams
s+1

r∑
is=0

λm1,...,ms−1,isa
is
s v = λms

s λm1,...,msv,
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which leads to a false conclusion that v = 0. Therefore, the set

E = {ei1,...,is = (λ−11 an−1a1)i1 · · · (λ−1s−1as+1as−1)is−1(λ−1s as)
isv : i1, . . . , is ≥ 0}

is a basis of V over K, and one can easily check that the action of a1, . . . , an ∈ Cn on the basis E
agrees with the action of a1, . . . , an ∈ Cn on the basis of the left K[Cn]-module V (λ1, . . . , λs) defined in
Proposition 3.2. Hence we get V ∼= V (λ1, . . . , λs).

Finally, let us consider the last case. Namely, X0 6= X. This means that some element ajai ∈ X acts
regularly on V (that is, ajai ∈ X1). Lemma 3.10 assures that we may restrict to the situation in which
i+ j = n+ 2 (that is, ajai lies on the diagonal in the matrix notation (3.4) of elements of X). Moreover,
we may assume that j is minimal with that property. In this case Lemma 3.10 and the discussion after
this lemma imply that all elements alak ∈ X with k > i lie in X0. Because the vector v satisfies X0v = 0
(see (3.10)), we get, in particular,

alakv = 0 for all alak ∈ X with k > i. (3.11)

We also know that V is spanned as a K-linear space by the set

(an−1a1)∗ · · · (ajan−j)∗(aj−1an−j+1)∗(aj−2an−j+2)∗ · · · (as+1as−1)∗a∗sv.

Since ajai ∈ X1, Lemma 3.9 guarantees that ajai = µi in K[Cn]/P for some 0 6= µi ∈ K. Moreover, we
have

(ajai)(aj−1ai−1) = aj−1ajaiai−1 = aj−1ajai−1ai = (aj−1ai)(ajai−1)

in Cn. Since i + j = n + 2, we get aj−1ai = λi and ajai−1 = λi−1 in K[Cn]/P . Furthermore, we
have ajai(aj−1ai−1ajai − λi−1λi)V = 0. Because ajai acts regularly on V , the last equality yields
(aj−1ai−1ajai−λi−1λi)V = 0. Therefore, we conclude that aj−1an−j+1 = aj−1ai−1 = µi−1 in K[Cn]/P ,

where µi−1 = λi−1λiµ
−1
i 6= 0, hence V is also spanned as a K-linear space by the set

(an−1a1)∗ · · · (ajan−j)∗(aj−2an−j+2)∗ · · · (as+1as−1)∗a∗sv.

We claim that in this case xV = 0, where x = λiaj − µiaj−1. To prove this, fix

w = (an−1a1)i1 · · · (ajan−j)in−j (aj−2an−j+2)in−j+2 · · · (as+1as−1)is−1aiss v ∈ V,

where i1, . . . , in−j , in−j+2, . . . , is ≥ 0. Our aim is to show that xw = 0.
Assume first that j = s+ 2 (and, consequently, i = s). Because aj−1 and aj commute in Cn with all

elements an−1a1, . . . , as+2as−2, we have

aj−1w = (an−1a1)i1 · · · (as+2as−2)is−2aj−1a
is
s v

and

ajw = (an−1a1)i1 · · · (as+2as−2)is−2aja
is
s v.

So it is enough to show that xw′ = 0, where w′ = aiss v. But aj−1v = ajv = 0 and aj−1asv = λiv,
ajasv = µiv imply that

aj−1w
′ =

®
λia

is−1
s v if is > 0,

0 if is = 0
and ajw

′ =

®
µia

is−1
s v if is > 0,

0 if is = 0.

Hence the result follows in this case.
Now, let j > s + 2. Because aj−1 and aj commute in Cn with all elements an−1a1, . . . , ajan−j , we

have

aj−1w = (an−1a1)i1 · · · (ajan−j)in−jaj−1(aj−2an−j+2)in−j+2 · · · (as+1as−1)is−1aiss v

and

ajw = (an−1a1)i1 · · · (ajan−j)in−jaj(aj−2an−j+2)in−j+2 · · · (as+1as−1)is−1aiss v.

So it suffices to check that xw′ = 0, where w′ = (aj−2an−j+2)in−j+2 · · · (as+1as−1)is−1aiss v. Suppose that
in−j+2 > 0. Then, remembering that i+ j = n+ 2, we get

aj−1w
′ = aj−1aj−2an−j+2(aj−2an−j+2)in−j+2−1(aj−3an−j+3)in−j+3 · · · (as+1as−1)is−1aiss v

= (aj−1an−j+2)aj−2(aj−2an−j+2)in−j+2−1(aj−3an−j+3)in−j+3 · · · (as+1as−1)is−1aiss v

= λiaj−2(aj−2an−j+2)in−j+2−1(aj−3an−j+3)in−j+3 · · · (as+1as−1)is−1aiss v
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and

ajw
′ = ajaj−2an−j+2(aj−2an−j+2)in−j+2−1(aj−3an−j+3)in−j+3 · · · (as+1as−1)is−1aiss v

= (ajan−j+2)aj−2(aj−2an−j+2)in−j+2−1(aj−3an−j+3)in−j+3 · · · (as+1as−1)is−1aiss v

= µiaj−2(aj−2an−j+2)in−j+2−1(aj−3an−j+3)in−j+3 · · · (as+1as−1)is−1aiss v,

because aj−1an−j+2 = aj−1ai = λi and ajan−j+2 = ajai = µi in K[Cn]/P . Hence xw′ = 0 in this
case. Next, assume that in−j+2 = 0. If all in−j+3 = · · · = is−1 = 0 then w′ = aiss v. Since j > s + 2,
we have aj−1as, ajas ∈ X. Thus (3.11) gives aj−1asv = ajasv = 0, because s > i. Moreover, we have
aj−1v = ajv = 0. Therefore, aj−1w

′ = ajw
′ = 0 and, in consequence, xw′ = 0. Finally, assume that

in−j+2 = 0 but ik > 0 for some k ∈ {n− j + 3, . . . , s− 1}, and choose minimal k with this property. In
this situation we have w′ = (an−kak)ik · · · (as+1as−1)is−1aiss v. Because k ≥ n − j + 3 then both j − 1
and j are ≥ n− k, hence aj−1an−kak = an−k(aj−1ak) and ajan−kak = an−k(ajak) in Cn. Therefore

aj−1w
′ = aj−1an−kak(an−kak)ik−1(an−k−1ak+1)ik+1 · · · (as+1as−1)is−1aiss v,

= an−k(aj−1ak)(an−kak)ik−1(an−k−1ak+1)ik+1 · · · (as+1as−1)is−1aiss v,

= an−k(an−kak)ik−1aj−1ak(an−k−1ak+1)ik+1 · · · (as+1as−1)is−1aiss v

and

ajw
′ = ajan−kak(an−kak)ik−1(an−k−1ak+1)ik+1 · · · (as+1as−1)is−1aiss v.

= an−k(ajak)(an−kak)ik−1(an−k−1ak+1)ik+1 · · · (as+1as−1)is−1aiss v.

= an−k(an−kak)ik−1ajak(an−k−1ak+1)ik+1 · · · (as+1as−1)is−1aiss v.

Further, observe that k ≥ n− j + 3 implies that for each k < l < s we have j − 1 > n− l, hence aj−1ak
and ajak commute with an−lal in Cn. Since k < s < j−1 it is also clear that aj−1ak and ajak commute
in Cn with as. Thus

aj−1w
′ = an−k(an−kak)ik−1(an−k−1ak+1)ik+1 · · · (as+1as−1)is−1aiss aj−1akv,

ajw
′ = an−k(an−kak)ik−1(an−k−1ak+1)ik+1 · · · (as+1as−1)is−1aiss ajakv.

Since aj−1akv = ajakv = 0 (by (3.11), because k ≥ n− j + 3 = i+ 1 implies that aj−1ak, ajak ∈ X and
k > i), we get aj−1w

′ = ajw
′ = 0 and, in consequence, xw′ = 0. This finishes the proof. �

Recall that a representation of a monoid M in a K-linear space V is said to be monomial, if V admits
a basis E such that for each w ∈ M and each e ∈ E there exist λ ∈ K and f ∈ E such that we = λf .
As a consequence of Proposition 3.2 and Theorem 3.13 we get the following remarkable result.

Corollary 3.14. Each irreducible representation of the Chinese monoid Cn is monomial.

This is in contrast with the results obtained for the, similarly defined, important class of plactic
algebras. Namely, in [2] it is shown that the plactic algebra of rank 4 admits irreducible representations
which are not monomial. It is also worth to note that all irreducible representations of plactic algebras
of rank not exceeding 3 are monomial (see [11]).

4. Illustration of the main theorem for n ≤ 4

In order to provide more insight into the nature of Theorem 3.13, we interpret it in the case of small
values of n. The case n = 1 is trivial. Next, it is well known that the Chinese algebra K[C2] of rank 2
coincides with the plactic algebra of rank 2. Moreover, the irreducible representations of C2 are easy to
describe, as they are induced from irreducible representations of the bicyclic monoid B ∼= C2/(a2a1 = 1).
Namely, we have the following result (see [11] for more details).

Remark 4.1. Let V be a simple left K[C2]-module. Then V is 1-dimensional or V ∼= Z, where Z is the
simple left K[C2]-module defined just before Proposition 3.3.

Our next step is to describe all irreducible representations of the monoid C3. In this case the diagram
D has the form
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◦ ◦ ◦

• • ◦ ◦ • ◦ ◦ • •

• • •

and three leaves of this diagram correspond to the minimal prime ideals of K[C3]:

P1 = (a2, a3 commute, a2a1 central),

P2 = (a2 central),

P3 = (a1, a2 commute, a3a2 central).

Here, writing for example ‘a2, a3 commute’ in P1 we mean that P1 contains the element a2a3 − a3a2.
Similarly, writing ‘a2a1 central’ we understand that P1 contains all elements of the form aia2a1− a2a1ai
for i = 1, 2, 3. The same convention applies to other minimal prime ideals of K[C3].

Hence, by Remark 4.1 and the results from Section 3, we get the following classification.

Remark 4.2. Let V be a simple left K[C3]-module. Then V is 1-dimensional or there exists a basis
{ei : i ≥ 0} of V such that exactly one of the following possibilities holds:

(1) there exist λ, µ ∈ K such that λ 6= 0 and a1ei = λei+1, a2ei = ei−1, a3ei = µei−1 for all i ≥ 0.
(2) there exist λ, µ ∈ K such that λ 6= 0 and a1ei = λei+1, a2ei = µei, a3ei = ei−1 for all i ≥ 0.
(3) there exist λ, µ ∈ K such that µ 6= 0 and a1ei = λei+1, a2ei = µei+1, a3ei = ei−1 for all i ≥ 0.

Note that, to make our statements more compact, we adopted the convention that e−1 = 0.

Finally, let us describe all irreducible representations of the monoid C4. In this situation the diagram
D has the form ◦ ◦ ◦ ◦

• • ◦ ◦ ◦ • ◦ ◦ ◦ • • ◦ ◦ ◦ • ◦ ◦ ◦ • •

• • • ◦ • • • • ◦ • • •

and five leaves of this diagram correspond to the minimal prime ideals of K[C4]:

P1 = (a2, a3, a4 commute, a2a1, a3a1 central),

P2 = (a3, a4 commute, a2, a3a1 central),

P3 = (a1, a2 commute, a3, a4 commute, a3a2 central),

P4 = (a1, a2 commute, a3, a4a2 central),

P5 = (a1, a2, a3 commute, a4a2, a4a3 central).

Now, Remark 4.2 together with the results obtained in Section 3 lead to the following classification.

Remark 4.3. Let V be a simple left K[C4]-module. Then V is 1-dimensional or there exists a basis
{ei,j : i, j ≥ 0} of V and 0 6= λ, µ ∈ K such that

a1ei,j = λei+1,j+1, a2ei,j = µei,j+1, a3ei,j = ei,j−1, a4ei,j = ei−1,j−1

for all i, j ≥ 0 (with the convention that ei,j = 0 if i = −1 or j = −1), or there exists a basis {ei : i ≥ 0}
of V such that exactly one of the following possibilities holds:

(1) there exist λ, µ, ν ∈ K such that λ 6= 0 and a1ei = λei+1, a2ei = ei−1, a3ei = µei−1, a4ei = νei−1
for all i ≥ 0.
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(2) there exist λ, µ, ν ∈ K such that λ 6= 0 and a1ei = λei+1, a2ei = µei, a3ei = ei−1, a4ei = νei−1
for all i ≥ 0.

(3.1) there exist λ, µ, ν ∈ K such that µ 6= 0 and a1ei = λei+1, a2ei = µei+1, a3ei = ei−1, a4ei = νei−1
for all i ≥ 0.

(3.2) there exist λ, µ, ν ∈ K such that λ 6= 0 but µν = 0 and a1ei = λei+1, a2ei = µei, a3ei = νei,
a4ei = ei−1 for all i ≥ 0.

(4) there exist λ, µ, ν ∈ K such that µ 6= 0 and a1ei = λei+1, a2ei = µei+1, a3ei = νei, a4ei = ei−1
for all i ≥ 0.

(5) there exist λ, µ, ν ∈ K such that ν 6= 0 and a1ei = λei+1, a2ei = µei+1, a3ei = νei+1, a4ei = ei−1
for all i ≥ 0.

Note that, as in Remark 4.2, we used the convention that e−1 = 0. Moreover, it is worth to notice that
modules in family (i), for i = 1, 2, 4, 5, contain in their annihilators the ideal Pi. Furthermore, modules
in both families (3.1) and (3.2) contain P3 in their annihilators.
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