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STABILITY AND CONVERGENCE ANALYSIS OF THE KINEMATICALLY CO UPLED SCHEME AND
ITS EXTENSIONS FOR THE FLUID-STRUCTURE INTERACTION

MARTINA BUKAC ∗ AND BORIS MUHA †

Abstract. In this work we analyze the stability and convergence properties of a loosely-coupled scheme, called the kinematicallycoupled
scheme, and its extensions for the interaction between an incompressible, viscous fluid and a thin, elastic structure. We consider a benchmark
problem where the structure is modeled using a general thin structure model, and the coupling between the fluid and structure is linear. We
derive the energy estimates associated with the unconditional stability of an extension of the kinematically coupled scheme, called theβ -scheme.
Furthermore, for the first time we presenta priori estimates showing optimal, first-order in time convergencein the case whenβ = 1. We further
discuss the extensions of our results to other fluid-structure interaction problems, in particular the fluid-thick structure interaction problem. The
theoretical stability and convergence results are supported with numerical examples.
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1. Introduction. The interaction between an incompressible viscous fluid andan elastic structure has been of
great interest due to various applications in different areas (see e.g. [8]). This problem is characterized by highly non-
linear coupling between two different physical phenomena.As a result, a comprehensive study of such problems
remains a challenge [31]. The solution strategies for fluid-structure interaction (FSI) problems can be roughly
classified as monolithic schemes and loosely or strongly coupled partitioned schemes. Monolithic algorithms, see for
example [7, 26, 40, 25, 42, 32], consist of solving the entirecoupled problem as one system of algebraic equations.
They, however, require well-designed preconditioners [25, 3, 30] and are generally quite expensive in terms of
computational time and memory requirements. Hence, to obtain smaller and better conditioned sub-problems,
reduce the computational cost and treat each physical phenomenon separately, partitioned numerical schemes that
solve the fluid problem separately from the structure problem have been a popular choice. The development of
partitioned numerical methods for FSI problems has been extensively studied [19, 20, 13, 2, 38, 21, 41, 29, 35, 6, 5,
22], but the design of efficient schemes to produce stable, accurate results remains a challenge. Moreover, despite
the recent developments, there are just a few works where theconvergence is proved rigorously [39, 38, 21, 22].

A classical partitioned scheme, particularly popular in aerodynamics, is known as the Dirichlet-Neumann (DN)
partitioned scheme [17, 41, 24]. The DN scheme consists of solving the fluid problem with a Dirichlet boundary
condition (structure velocity) at the fluid-structure interface, and the structure problem with a Neumann boundary
condition (fluid stress) at the interface. While the DN scheme features appealing properties such as modularity,
simple implementation and fast computational time, it has been shown to be stable only if the structure density is
much larger than the fluid density. This requirement is easily achieved in some applications like aerodynamics, but
not in other applications like hemodynamics where the density of blood is of the same order of magnitude as the
density of arterial walls. In these cases, the energy of the discrete problem in the DN partitioned algorithm does
not accurately approximate the energy of the continuous problem, introducing numerical instabilities known asthe
added mass effect[17]. A partial solution to this problem is to sub-iterate the fluid and structure sub-problems at each
time step until the energy at the fluid-structure interface is balanced. However, schemes that require sub-iterations,
also known as strongly coupled schemes, are computationally expensive and may suffer from convergence issues
for certain parameter values [17, 24].

To circumvent these difficulties, and to retain the main advantages of partitioned schemes, several new algo-
rithms have been proposed. Methods proposed in [23, 41] use amembrane model for the structure that is then
embedded into the fluid problem where it appears as a generalized Robin boundary condition. A different approach,
proposed in [2, 1], splits the fluid and structure problems inthe classical way, but combines the coupling conditions
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in a novel way, which improves the convergence rate. Karniadakis et al. [4, 44] proposed fictitious-pressure and
fictitious-mass algorithms, in which the added mass effect is accounted for by incorporating additional terms into
governing equations. However, algorithms proposed in [2, 1, 41, 4, 44] require sub-iterations between the fluid and
the structure sub-problems in order to achieve stability. Adifferent approach based on Nitsche’s penalty method [29]
was used in [14, 15]. The formulation in [14, 15] still suffers from stability issues, which were corrected by adding
a weakly consistent stabilization term that includes pressure variations at the interface. The splitting error, however,
lowers the temporal accuracy of the scheme, which was then corrected by proposing a few defect-correction sub-
iterations to achieve an optimal convergence rate. Recently, novel partitioned algorithms were proposed in [6, 5].
Using the von Neumann stability analysis, the authors showed that the algorithm proposed in [6] is weakly stable
under a Courant–Friedrichs–Lewy (CFL) condition, while the algorithm proposed in [5] is stable under a condition
on the time step which depends on the structure parameters. Even though the authors do not derive the convergence
rates, their numerical results indicate that both schemes are second-order accurate in time.

A loosely-coupled numerical scheme, called the “kinematically coupled scheme”, was introduced in [28]. The
scheme is based on the Lie operator splitting, where the fluidand the structure sub-problems are fully decoupled
and communicate only via the initial conditions. Due to the appealing features of the kinematically coupled scheme,
such as modularity, stability, and easy implementation, several extensions have been proposed that include modeling
FSI between artery, blood flow, and a cardiovascular device called a stent [12], FSI with thick structures [9], FSI
with composite structures [11], FSI with poroelastic structures [13], and FSI involving non-Newtonian fluids [33,
34]. The kinematically coupled scheme has been shown to be unconditionally stable, circumventing instabilities
associated with the added mass effect [28, 16, 21]. However,its order of temporal convergence is onlyO(

√
∆t)

[39, 21], and hence sub-optimal. In order to improve the accuracy, the extension of the kinematically coupled
scheme, so-calledβ -scheme, was introduced by the authors in [13] and “the incremental displacement correction
scheme” was proposed by Fernandez in [21]. Better accuracy was achieved in [13] by introducing a parameter which
controls the amount of the fluid pressure used to load the structure sub-problem. In [21] the accuracy is improved by
treating the structure explicitly in the fluid sub-problem and then correcting it in the structure sub-problem. A more
detailed comparison between these two basic extensions of the kinematically coupled scheme is given in Section
3.1. While the incremental displacement correction schemeis supported by the stability and convergence analysis,
the improved accuracy ofβ -scheme had only been observed numerically [13].

The goal of this work is to understand the mechanism which leads to a better accuracy and prove the optimal
convergence result for theβ -scheme. We show that the optimal convergence rate is achieved whenβ = 1 and when
the structure is loaded with the full fluid stress instead of just pressure. The main result of the paper is Theorem 5.1,
in which we derive the error estimates of the fully discrete problem. Our estimates prove the optimal, first-order
convergence in time and optimal convergence in space.

This paper is organized as follows: We introduce the linear fluid-structure interaction model in Section 2,
deriving the weak formulation of the monolithic problem. The numerical scheme is presented in Section 3, while
the comparison with the alternative scheme proposed in [21]is given in Section 3.1. The energy estimates associated
with the unconditional stability are derived in Section 4. In Section 5 we derive thea priori energy estimates and
prove first-order convergence in time. In Section 6 we generalize the obtained result to the cases when the structure
is thick or multi-layered. Theoretical results from Sections 5 and 6 are supported by the numerical experiments in
Section 7. Finally, conclusions are drawn in Section 8.

2. Description of the problem. We consider a linear fluid-structure interaction problem where the structure is
described by some lower dimensional, linearly elastic model (for example membrane, shell, plate, etc). In the cases
of nonlinear, moving boundary FSI problems, even the question of existence of a solution is challenging and we
refer the reader to [39] and references within.

Let Ω ⊂ R
d, d = 2,3, be an open, smooth set and∂Ω = Σ∪Γ, whereΓ represents elastic part of the boundary

while Σ represents artificial (inflow or outflow) of the boundary. We assume that the structure undergoes infinitesimal
displacements, and that the fluid is incompressible, Newtonian, and is characterized by a laminar flow regime.

Thus, we model the fluid by the time-dependent Stokes equations in a fixed domainΩ

ρ f ∂tu= ∇ ·σ(u, p), ∇ ·u= 0 in Ω× (0,T), (2.1)
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σ(u, p)n=−pin/out(t)n onΣ× (0,T), (2.2)

u(.,0) = u0 in Ω, (2.3)

whereu= (ui)i=1,...,d is the fluid velocity,σ(u, p) =−pI+2µD(u) is the fluid stress tensor,p is the fluid pressure,
ρ f is the fluid density,µ is the fluid viscosity,n is the outward normal to the fluid boundary,pin/out is the prescribed
inflow or outflow pressure andD(u) = (∇u+(∇u)T)/2 is the strain rate tensor.

REMARK 1. We could also prescribe other types of boundary conditions on various parts ofΣ, for example
symmetry boundary condition, slip boundary condition or no-slip boundary condition. These types of mixed bound-
ary conditions do not effect our analysis. However since we are interested in simulating a pressure-driven flow and
in order to keep the notation simple, we choose to work only with boundary condition(2.2).

The lateral boundary represents a thin, elastic wall whose dynamics is modeled by some linearly elastic lower-
dimensional model, given by

ρsε∂ttη+Lsη = f onΓ× (0,T), (2.4)

η(.,0) = η0, ∂tη(.,0) = v0 onΓ, (2.5)

whereη = (ηi)i=1,...,d denotes the structure displacement,f is a vector of surface density of the force applied to the
thin structure,ρs denotes the structure density andε denotes the structure thickness. Moreover, we define a bilinear
form associated with the structure operator

as(η,ξ) =
∫

Γ
Lsη ·ξdS and norm‖η‖2

S= as(η,η).

We assume that operatorLs is such that norm‖.‖S is equivalent to theH1(Γ) norm. One example of such operator
is the one associated with the linearly elastic cylindricalKoiter shell used in [13]. Finally, we prescribe clamped
boundary conditions for the thin structure:

η(0, t) = η(L, t) = 0, for t ∈ (0,T). (2.6)

The fluid and the structure are coupled via the kinematic and dynamic boundary conditions:
The kinematic coupling condition (continuity of velocity): u= ∂tη onΓ× (0,T).
The dynamic coupling condition (balance of contact forces): f =−σ(u, p)n onΓ× (0,T).

2.1. Weak formulation of the monolithic problem. For a domainS, we denote by‖ · ‖Hk(S) the norm in the

Sobolev spaceHk(S) and by‖ · ‖L2(S) the norm inL2(S). We define the following test function spaces

V f = (H1(Ω))d, Qf = L2(Ω), Vs = (H1
0(Γ))d, V f si = {(ϕ,ξ) ∈V f ×Vs| ϕ|Γ = ξ},

for all t ∈ [0,T), and introduce the following bilinear forms

af (u,ϕ) = 2µ
∫

Ω
D(u) :D(ϕ)dx, b(p,ϕ) =

∫

Ω
p∇ ·ϕdx.

We define norm‖ · ‖F associated with the fluid bilinear form as‖u‖F := ‖D(u)‖L2(Ω), ∀u ∈V f .

The variational formulation of the monolithic fluid-structure interaction problem now reads: givent ∈ (0,T)
find (u,η, p) ∈V f ×Vs×Qf with u= ∂tη on Γ, such that for all(ϕ,ξ,q) ∈V f si×Qf

ρ f

∫

Ω
∂tu ·ϕdx+af (u,ϕ)−b(p,ϕ)+b(q,u)+ρsε

∫

Γ
∂ttη ·ξdx+as(η,ξ) =

∫

Σ
pin/out(t)ϕ ·ndS. (2.7)
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3. The numerical scheme.To solve the fluid-structure interaction problem presentedin Section 2, we use a
loosely coupled numerical scheme, called the kinematically coupledβ scheme. The scheme is based on an operator
splitting method called Lie splitting [27], which separates the original problem into a fluid sub-problem and a
structure sub-problem. The equations are split in a way suchthat the fluid problem is solved with a Robin-type
boundary condition including the structure inertia. As we shall show later, this is the main key in proving the
stability of the scheme. The structure sub-problem is loaded by a part of the fluid normal stress obtained from the
previous time step. The amount of stress applied to the structure is measured by a parameterβ ∈ [0,1]. Namely, we
split the normal fluid stress as

σn= σn−βσn
︸ ︷︷ ︸

Part I

+βσn
︸ ︷︷ ︸

Part II

.

Part II in the equation above is used to load the thin structure, while Part I gives rise to a Robin-type boundary
condition for the fluid sub-problem.

The caseβ = 0 corresponds to the classical kinematically coupled scheme which was introduced in [28], where
the fluid and structure sub-problems communicate only via the initial conditions. Namely, the structure elasto-
dynamics is driven only by the initial velocity, setting it equal to the fluid velocity from the previous time step.
Including some loading from the fluid, as done in [10], was shown to increase the accuracy of the scheme. The
loading on the structure used in [10] was introduced in a similar fashion as here, but instead of loading the structure
with the fluid normal stress, it was loaded only by the fluid pressure. This was done because the algorithm presented
there was motivated by biomedical applications (blood flow through the compliant vessels), where the pressure is
the leading order term of the fluid stress. However, as we willsee later, for theoretical reasons here we take into
account the full normal stress.

Let tn := n∆t for n= 1, . . . ,N, whereT = N∆t is the final time. To discretize the problem in time, we use the
Backward Euler scheme. We denote the discrete time derivative bydtϕ

n+1 = ∆t−1(ϕn+1−ϕn).
The kinematically coupledβ scheme for the time-discrete problem is given as follows (see [28, 10] for details):
• Step 1: The structure sub-problem.Findvn+1, andηn+1 such that

ρsε
ṽn+1−vn

∆t
+LSη

n+1 =−βσ(un, pn)n onΓ, (3.1)

dtη
n+1 = ṽn+1 onΓ, (3.2)

with boundary conditions:

ηn+1(0) = ηn+1(L) = 0. (3.3)

The structure velocity computed in this sub-problem is thenused as an initial condition in Step 2. Note that
the velocity of the fluid does not change in this step.

• Step 2. The fluid sub-problem.Findun+1, pn+1 andvn+1 such that

ρ f dtu
n+1 = ∇ ·σ(un+1, pn+1) in Ω, (3.4)

∇ ·un+1 = 0 in Ω, (3.5)

ρsε
vn+1− ṽn+1

∆t
=−σ(un+1, pn+1)n+βσ(un, pn)n onΓ, (3.6)

un+1 = vn+1 onΓ, (3.7)

with the following boundary conditions onΣ:

σ(un+1, pn+1)n=−pin/out(t
n+1)n onΣ, (3.8)

and the initial conditions obtained in Step 1.
Do tn = tn+1 and return to Step 1.
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REMARK 2. Combining equation(3.7) with equation(3.6) gives rise to a Robin-type boundary condition for
the fluid velocity. The structure displacement remains unchanged in this step.

To discretize the problem in space, we use the finite element method based on a conforming FEM triangulation
with maximum triangle diameterh. Thus, we introduce the finite element spacesV f

h ⊂V f ,Qf
h ⊂ Qf , andVs

h ⊂Vs.
The fully discrete numerical scheme in the weak formulationis given as follows:

• Step 1.Giventn+1 ∈ (0,T],n= 0, . . . ,N−1, find ṽn+1
h ∈Vs

h , with dtη
n+1
h = ṽn+1

h , such that for allξh ∈Vs
h

we have

ρsε
∫

Γ

ṽn+1
h −vn

h

∆t
·ξhdS+as(η

n+1
h ,ξh) =−β

∫

Γ
σ(un

h, p
n
h)n ·ξhdS. (3.9)

• Step 2.Givenṽn+1
h computed in Step 1, find(un+1

h ,vn+1
h ) ∈V f

h ×Vs
h , with un+1

h |Γ = vn+1
h , andpn+1

h ∈ Qf
h

such that for all(ϕh,ψh,qh) ∈V f
h ×Vs

h ×Qf
h, with ϕh|Γ =ψh, we have

ρ f

∫

Ω
dtu

n+1
h ·ϕhdx+af (u

n+1
h ,ϕh)−b(pn+1

h ,ϕh)+b(qh,u
n+1
h )+ρsε

∫

Γ

vn+1
h − ṽn+1

h

∆t
·ψhdS

= β
∫

Γ
σ(un

h, p
n
h)n ·ψhdS+

∫

Σ
pin/out(t

n+1)ϕh ·ndS. (3.10)

3.1. Comparison of the two main extensions of the kinematically coupled scheme. In this section we
illustrate differences between the original kinematically coupled scheme [28], and its extensions: so-calledβ
scheme [10] and the incremental displacement-correction scheme [21]. It was proven in [39] that the original
kinematically coupled scheme (caseβ = 0) applied to the full, nonlinear moving boundary FSI problem is conver-
gent. Moreover, even though not explicitly stated, it was proven that the splitting error is of order at most

√
∆t ([39],

formula (67) and proof of Theorem 2). The same was proven in [21] for a linear problem (see [21], Theorem 5.2).
We first consider theβ scheme and sum (3.1)-(3.2) and (3.4)-(3.7). To shorten the notation in this section, we

denoteσn := σ(un, pn), ∀n. Variablesun+1, vn+1 andηn+1 satisfy the following equations:

ρ f dtu
n+1 = ∇ ·σn+1 in Ω, (3.11)

∇ ·un+1 = 0 in Ω, (3.12)

ρsε
vn+1−vn

∆t
+LSη

n+1 =−(σn+1n) onΓ, (3.13)

vn+1 = un+1 onΓ, (3.14)

dtη
n+1 = vn+1+(ṽn+1−vn+1) onΓ. (3.15)

Notice that this is exactly the monolithic formulation of the considered FSI problem with an additional term
in (3.15). Therefore, term(ṽn+1−vn+1) accounts for the splitting error. From (3.6) we obtain

ṽn+1−vn+1 =
∆t
ρsε
(
σn+1n−βσnn

)
=

∆t
ρsε

[

β
(
σn+1n−σnn

)
+(1−β )σn+1n

]

onΓ. (3.16)

From equation (3.16) we see that the choiceβ = 1 yields the smallest splitting error because the last term will equal
zero. Hence, the main goal in our analysis is to take advantage of the correction made by the fluid stress (withβ = 1)
in order to get better estimates of the splitting error term which yield optimal convergence rate.

In order to remedy the problem of sub-optimal accuracy, Fernadez [21] proposed a different extension of the
kinematically coupled scheme, so-called “incremental displacement-correction” scheme. In the first step of this
scheme, one solves the FSI problem with the explicit treatment of the structure elasticity operatorLSη

n, correcting
it in the second step. Instead of adding and subtracting the normal stress from the previous time step, which leads
to theβ scheme, the incremental displacement-correction scheme is obtained by adding and subtracting the elas-
tic operatorLSη

n applied to the displacement from the previous time step. This scheme can also be viewed as a
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kinematic perturbation of the monolithic scheme in the following way. Letun+1, vn+1 andηn+1 be the fluid veloc-
ity, the structure velocity, and the structure displacement, respectively, obtained inn+1th step of the incremental
displacement-correction scheme. Then, they satisfy the following equations:

ρ f dtu
n+1 = ∇ ·σn+1 in Ω, (3.17)

∇ ·un+1 = 0 in Ω, (3.18)

ρsε
vn+1−vn

∆t
+LSη

n+1 =−(σn+1n)|Γ onΓ, (3.19)

vn+1+(ṽn+1−vn+1) = un+1|Γ onΓ, (3.20)

dtη
n+1 = vn+1 onΓ, (3.21)

Again, we see that term(ṽn+1−vn+1) accounts for the splitting error, but in this case the splitting error is manifested
as the error in the kinematic coupling condition. Fernandezshowed that this scheme has an optimal, first-order
convergence in time ([21], Theorem 5.2).

To summarize, there are two different extensions of the kinematically coupled scheme presented in the literature,
both introduced to improve the accuracy. Both of them correct the splitting error, but in a different manner. The
β scheme first solves the structure problem with the forcing from the fluid computed in the previous time step.
Then, it solves the fluid problem with a Robin-type boundary condition involving the structure inertia. On the other
hand, in the incremental displacement-correction scheme one first solves the whole FSI problem with the explicit
treatment of the elastic operator, and then in the second step corrects the structure displacement. Both scheme have
the structure inertia included in the fluid step which is crucial for the stability. However, one could argue that theβ
scheme is closer to the standard partitioned schemes because it computes the main part of the structure velocity in
the structure step, while incremental displacement-correction computes the main part of the structure displacement
in the fluid step and just corrects it in the structure step.

4. Stability analysis. In this section we derive an energy estimate that is associated with unconditional stability
of algorithm (3.10)-(3.9). Based on our previous results [10] and arguments in Section 3.1, we expect the optimal
accuracy whenβ = 1. Hence, from here on we useβ = 1 in our analysis.

Let a. (&)b denote that there exists a positive constantC, independent of the mesh sizeh and the time step
size∆t, such thata≤ (≥)Cb. Let E f (u

n
h) denote the discrete kinetic energy of the fluid,Ev(v

n
h) denote the discrete

kinetic energy of the structure, andEs(η
n
h) denote the discrete elastic energy of the structure at time leveln, defined

respectively by

E f (u
n
h) =

ρ f

2
‖un

h‖2
L2(Ω), Ev(v

n
h) =

ρsε
2

‖vn
h‖2

L2(Γ), Es(η
n
h) =

1
2
‖ηn

h‖2
S. (4.1)

The stability of the loosely-coupled scheme (3.10)-(3.9) is stated in the following result.
THEOREM 4.1. Let {(un

h, p
n
h, ṽ

n
h,v

n
h,η

n
h}0≤n≤N be the solution of(3.10)-(3.9). Then, the following estimate

holds:

E f (u
N
h )+Ev(v

N
h )+Es(η

N
h )+

∆t2

2ρsε
‖σ(uN

h , p
N
h )n‖2

L2(Γ)+
ρ f ∆t2

2

N−1

∑
n=0

‖dtu
n+1
h ‖2

L2(Ω)

+
∆t2

2

N−1

∑
n=0

‖dtη
n+1
h ‖2

S+ µ∆t
N−1

∑
n=0

‖un+1
h ‖2

F +
ρsε
2

N−1

∑
n=0

‖ṽn+1
h −vn

h‖2
L2(Γ)

. E f (u
0
h)+Ev(v

0
h)+Es(η

0
h)+

∆t2

2ρsε
‖σ(u0

h, p
0
h)n‖2

L2(Γ)+∆t
N−1

∑
n=0

‖pin/out(t
n+1)‖2

L2(Σ). (4.2)
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Proof. To prove the energy estimate, we test the problem (3.9) with(ϕh,ψh,qh) = (un+1
h ,vn+1

h , pn+1
h ), and

problem (3.10) withξh = ṽ
n+1
h = dtη

n+1
h . Then, after adding them together, multiplying by∆t, and using identity

(a−b)a=
1
2

a2− 1
2

b2+
1
2
(a−b)2, (4.3)

we get

ρ f

2

(

‖un+1
h ‖2

L2(Ω)−‖un
h‖2

L2(Ω)+ ‖un+1
h −un

h‖2
L2(Ω)

)

+2µ∆t‖D(un+1
h )‖2

L2(Ω)+
ρsε
2

(

‖vn+1
h ‖2

L2(Γ)−‖vn
h‖2

L2(Γ)

)

+
ρsε
2

(

‖ṽn+1
h −vn

h‖2
L2(Γ)+ ‖vn+1

h − ṽn+1
h ‖2

L2(Γ)

)

+
1
2

as(η
n+1
h ,ηn+1

h )− 1
2

as(η
n
h,η

n
h)

+
1
2

as(η
n+1
h −ηn

h,η
n+1
h −ηn

h) = ∆t
∫

Γ
σ(un

h, p
n
h)n ·

(
vn+1

h − ṽn+1
h

)
dS+∆t

∫

Σ
pin/out(t

n+1)un+1
h ·ndS.

We canceled the intermediate term‖ṽn+1
h ‖2

L2(Γ) in the estimate above. Denote byI =∆t
∫

Γσ(u
n
h, p

n
h)n·

(
vn+1

h − ṽn+1
h

)
dS

the term that corresponds to the splitting error. From (3.6)we have

vn+1
h − ṽn+1

h =
∆t
ρsε

(
−σ(un+1

h , pn+1
h )n+σ(un

h, p
n
h)n
)

onΓ. (4.4)

Now, we can writeI as

I =
∆t2

ρsε

∫

Γ
σ(un

h, p
n
h)n ·

(
σ(un

h, p
n
h)n−σ(un+1

h , pn+1
h )n

)
dS

=
∆t2

2ρsε

(

‖σ(un
h, p

n
h)n‖2

L2(Γ)−‖σ(un+1
h , pn+1

h )n‖2
L2(Γ)+ ‖σ(un

h, p
n
h)n−σ(un+1

h , pn+1
h )n‖2

L2(Γ)

)

=
∆t2

2ρsε

(

‖σ(un
h, p

n
h)n‖2

L2(Γ)−‖σ(un+1
h , pn+1

h )n‖2
L2(Γ)

)

+
ρsε
2

‖vn+1
h − ṽn+1

h ‖2
L2(Γ). (4.5)

Employing identity (4.5) and summing fromn= 0 toN−1, we obtain

E f (u
N
h )+Ev(v

N
h )+Es(η

N
h )+

∆t2

2ρsε
‖σ(uN

h , p
N
h )n‖2

L2(Γ)+
ρ f ∆t2

2

N−1

∑
n=0

‖dtu
n+1
h ‖2

L2(Ω)+
∆t2

2

N−1

∑
n=0

‖dtη
n+1
h ‖2

S

+2µ∆t
N−1

∑
n=0

‖D(un+1
h )‖2

L2(Ω)+
ρsε
2

N−1

∑
n=0

‖ṽn+1
h −vn

h‖2
L2(Γ) = E f (u

0
h)+Ev(v

0
h)+Es(η

0
h)

+
∆t2

2ρsε
‖σ(u0

h, p
0
h)n‖2

L2(Γ)+∆t
N−1

∑
n=0

∫

Σ
pin/out(t

n+1)un+1
h ·ndS. (4.6)

Using the Cauchy-Schwarz, the trace, and the Korn inequalities, we can estimate
∣
∣
∣
∣
∆t
∫

Σ
pin/out(t

n+1)un+1
h ·ndS

∣
∣
∣
∣
≤ C∆t

4µ
‖pin/out(t

n+1)‖2
L2(Σ)+ µ∆t‖D(un+1

h )‖2
L2(Ω). (4.7)

Combining the latter estimates with equation (4.6) we provethe desired energy inequality.

5. Error Analysis. In this section, we analyze the convergence rate of the kinematically coupledβ scheme (3.9)-
(3.10) whenβ = 1. We assume that the true solution satisfies the following assumptions:

u ∈ H1(0,T;Hk+1(Ω))∩H2(0,T;L2(Ω)), u|Γ ∈ H1(0,T;Hk+1(Γ)), (5.1)

p∈ L2(0,T;Hs+1(Ω)), p|Γ ∈ H1(0,T;Hs+1(Γ)), (5.2)
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η ∈W1,∞(0,T;Hk+1(Γ))∩H2(0,T;Hk+1(Γ))∩H3(0,T;L2(Γ)). (5.3)

To approximate the problem in space, we apply the Lagrangianfinite elements of polynomial degreek for all the
variables, except for the fluid pressure, for which we use elements of degrees< k. We assume that our finite
element spaces satisfy the usual approximation properties, and that the fluid velocity-pressure spaces satisfy the
discreteinf-supcondition. We introduce the following time discrete norms:

‖ϕ‖L2(0,T;X) =

(

∆t
N−1

∑
n=0

‖ϕn+1‖2
X

)1/2

, ‖ϕ‖L∞(0,T;X) = max
0≤n≤N

‖ϕn‖X, (5.4)

whereX ∈ {Hk(Ω),Hk(Γ),F,S}. Note that they are equivalent to the continuous norms sincewe use piecewise
constant approximations in time.

Let Ih be the Lagrangian interpolation operator ontoVs
h , andRh be the Ritz projector ontoVs

h such that for all
η ∈Vs

as(η−Rhη,ξh) = 0 ∀ξh ∈Vs
h . (5.5)

Then, the finite element theory for Lagrangian and Ritz projections [18] gives, respectively,

‖v− Ihv‖L2(Γ)+h‖v− Ihv‖H1(Γ) . hk+1‖v‖Hk+1(Γ), ∀v ∈Vs, (5.6)

and

‖η−Rhη‖S. hk‖η‖Hk+1(Γ), ∀η ∈Vs. (5.7)

Let Πh be a projection operator ontoQf
h such that

‖p−Πhp‖L2(Ω) . hs+1‖p‖Hs+1(Ω), ∀p∈ Qf . (5.8)

Following the approach in [21], we introduce a Stokes-like projection operator(Sh,Ph) : V f →V f
h ×Qf

h, defined for
all u ∈V f by

(Shu,Phu) ∈V f
h ×Qf

h, (5.9)

(Shu)|Γ = Ih(u|Γ), (5.10)

af (Shu,ϕh)−b(Phu,ϕh) = af (u,ϕh), ∀ϕh ∈V f
h such thatϕh|Γ = 0, (5.11)

b(qh,Shu) = 0, ∀qh ∈ Qf
h. (5.12)

Projection operatorSh satisfies the following approximation properties (see [21], Theorem B.5):

‖u−Shu‖F . hk‖u‖Hk+1(Ω). (5.13)

We assume that the continuous fluid velocity lives in the spaceV f d = {u ∈V f | ∇ ·u= 0}. Since the test func-
tions for the partitioned scheme do not satisfy the kinematic coupling condition, we start by deriving the monolithic
variational formulation with the test functions inV f

h ×Vs
h ×Qf

h: Find(u,η, p) ∈V f d×Vs×Qf with un+1 = ∂tη
n+1

on Γ such that for all(ϕh,ξh,qh) ∈V f
h ×Vs

h ×Qf
h we have

ρ f

∫

Ω
∂tu

n+1 ·ϕhdx+af (u
n+1,ϕh)−b(pn+1,ϕh)+ρsε

∫

Γ
∂ttη

n+1 ·ξhdS+as(η
n+1,ξh)

=

∫

Σ
pin/out(t

n+1)ϕh ·ndS+
∫

Γ
σ(un+1, pn+1)n(ϕh−ξh)dS. (5.14)
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Notice that here the fluid and the structure test functions are independent, i.e. we do not satisfy condition(ϕh)|Γ =

ξh. Introducing variablesvn+1 = ∂tη
n+1 and ṽn+1 = un+1|Γ, we can rewrite the structure acceleration term as

follows

ρsε
∫

Γ
∂ttη

n+1 ·ξhdS= ρsε
∫

Γ
∂tv

n+1 ·ξhdS= ρsε
∫

Γ

vn+1− ṽn+1

∆t
·ξhdS

+ρsε
∫

Γ

ṽn+1−vn

∆t
·ξhdS+ρsε

∫

Γ
(∂tv

n+1−dtv
n+1) ·ξhdS. (5.15)

Taking into account the latter equation, the weak formulation of the monolithic problem can be written as

ρ f

∫

Ω
dtu

n+1 ·ϕhdx+af (u
n+1,ϕh)−b(pn+1,ϕh)+as(η

n+1,ξh)+ρsε
∫

Γ

ṽn+1−vn

∆t
·ξhdS

+ρsε
∫

Γ

vn+1− ṽn+1

∆t
·ξhdS= ρ f

∫

Ω
(dtu

n+1− ∂tu
n+1) ·ϕhdx+ρsε

∫

Γ
(dtv

n+1− ∂tv
n+1) ·ξhdS

+
∫

Γ
σ(un+1, pn+1)n · (ϕh−ξh)dS+

∫

Σ
pin/out(t

n+1)ϕh ·ndS. (5.16)

To analyze the error of our numerical scheme, we start by subtracting (3.9)-(3.10) from (5.16), giving rise to the
following error equations:

ρ f

∫

Ω
dt(u

n+1−un+1
h ) ·ϕhdx+af (u

n+1−un+1
h ,ϕh)−b(pn+1− pn+1

h ,ϕh)−b(qh,u
n+1
h )+as(η

n+1−ηn+1
h ,ξh)

+ρsε
∫

Γ

(

ṽn+1−vn

∆t
− ṽ

n+1
h −vn

h

∆t

)

·ξhdS+ρsε
∫

Γ

(

vn+1− ṽn+1

∆t
− v

n+1
h − ṽn+1

h

∆t

)

·ψhdS

−
∫

Γ
(σ(un, pn)n−σ(un

h, p
n
h)n) · (ψh−ξh)dS= R

f (ϕh)+R
s(ξh)+R

os(ψh−ξh), (5.17)

for all (ϕh,ψh,ξh) ∈V f
h ×Vs

h ×Vs
h such thatϕh|Γ =ψh, where

R
f (ϕh) = ρ f

∫

Ω
(dtu

n+1− ∂tu
n+1) ·ϕhdx (5.18)

R
s(ξh) = ρsε

∫

Γ
(dtv

n+1− ∂tv
n+1) ·ξhdS, (5.19)

R
os(ψh−ξh) =

∫

Γ

(

σ(un+1, pn+1)n−σ(un, pn)n+
vn+1− ṽn+1

∆t

)

· (ψh−ξh)dS. (5.20)

Note that the last term accounts for the operator-splittingerror. Since ˜vn+1 = un+1|Γ = ∂tη
n+1 = vn+1, we have

R
os(ψh−ξh) =

∫

Γ

(
σ(un+1, pn+1)n−σ(un, pn)n

)
· (ψh−ξh)dS. (5.21)

We split the error of the method as a sum of the approximation error θr and the truncation errorδr , for r ∈
{ f , ṽ, p,s,v} as follows

en+1
f = un+1−un+1

h = (un+1−Shu
n+1)+ (Shu

n+1−un+1
h ) = θn+1

f +δn+1
f , (5.22)

en+1
ṽ = ṽn+1− ṽn+1

h = (ṽn+1− Ihṽ
n+1)+ (Ihṽ

n+1− ṽn+1
h ) = θn+1

ṽ +δn+1
ṽ , (5.23)

en+1
p = pn+1− pn+1

h = (pn+1−Πhpn+1)+ (Πhpn+1− pn+1
h ) = θ n+1

p + δ n+1
p , (5.24)

en+1
s = ηn+1−ηn+1

h = (ηn+1−Rhη
n+1)+ (Rhη

n+1−ηn+1
h ) = θn+1

s +δn+1
s , (5.25)

en+1
v = vn+1−vn+1

h = (vn+1− Ihv
n+1)+ (Ihv

n+1−vn+1
h ) = θn+1

v +δn+1
v . (5.26)
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The main result of this section is stated in the following theorem.
THEOREM5.1.Consider the solution(uh, ph, ṽh,vh,ηh) of (3.9)-(3.10), with discrete initial data(u0

h, p
0
h, ṽ

0
h,v

0
h,η

0
h)=

(Shu
0,Πhp0, Ihṽ0, Ihv0,Rhη

0). Assume that the exact solution satisfies assumptions(5.1)-(5.3), and that

γ∆t < 1, γ1 <
ρsε
8∆t

, γ2 <
1
4
,

whereγ > 0,γ1 > 0,γ2 > 0. Let γ̃ = max{γ,γ2,γ3}. Then, the following estimate holds

‖uN −uN
h ‖L2(Ω)+ ‖uN−uN

h ‖L2(0,T;F)+ ‖vN−vN
h ‖L2(Γ)+ ‖ηN−ηN

h ‖S+ ‖σ(uN, pN)n−σ(uN
h , p

N
h )n‖L2(Γ)

. eγ̃T

(

∆tA1+∆t2
(

∆t1/2+
∆t1/2

γ2
+

1
γ1

+ γ1∆t
)

A2+hk
B1+hk+1

B2+hs+1
B3

+∆thk
(

∆t +
∆t
γ2

+
1
γ1

+ γ1∆t2
)

C1+∆ths+1
(

∆t +
∆t
γ2

+
1
γ1

+ γ1∆t2
)

C2,

)

where

A1 = ‖∂ttu‖L2(0,T,L2(Ω))+
1
γ
‖∂ttv‖L2(0,T;L2(Γ))+

1
γ
‖∂ttη‖L2(0,T;H1(Γ))+

1
γ1
‖∂tσn‖L2(0,T;L2(Γ)),

A2 = ‖∂tσn‖L2(0,T;L2(Γ)),

B1 =
1
γ
‖v‖L2(0,T;Hk+1(Γ))+ ‖∂tu‖L2(0,T;Hk+1(Ω))+ ‖u‖L2(0,T;Hk+1(Ω))+

1
γ1
‖u‖L2(0,T;Hk+1(Γ))+ ‖u‖L∞(0,T;Hk+1(Ω))

+ ‖u‖L∞(0,T;Hk+1(Γ))+ ‖η‖L∞(0,T;Hk+1(Γ)), B2 =

(

1+
1
γ1

)

‖∂tv‖L2(0,T;Hk+1(Γ))+ ‖v‖L∞(0,T;Hk+1(Γ)),

B3 = ‖p‖2
L2(0,T;Hs+1(Ω))+

1
γ1
‖p‖2

L2(0,T;Hs+1(Γ))+ ‖p‖L∞(0,T;Hs+1(Γ)),

C1 = ‖∂tu‖2
L2(0,T;Hk+1(Γ)), C2 = ‖∂t p‖2

L2(0,T;Hs+1(Γ)).

Proof. Due to property (5.5) of the Ritz projection operator, we have as(θ
n+1
s ,ξh) = 0. Furthermore, since

ṽn+1 = vn+1, we haveθn+1
ṽ − θn

v = θn+1
v − θn

v andθn+1
v − θn+1

ṽ = 0. Rearranging the error equation (5.17) and
taking the properties above into account, we get

ρ f

∫

Ω
dtδ

n+1
f ·ϕhdx+af (δ

n+1
f ,ϕh)−b(δ n+1

p ,ϕh)−b(qh,u
n+1
h )+as(δ

n+1
s ,ξh)+ρsε

∫

Γ

δn+1
ṽ −δn

v

∆t
·ξhdS

+ρsε
∫

Γ

δn+1
v −δn+1

ṽ

∆t
·ψhdS−

∫

Γ
σ(δn

f ,δ
n
p)n · (ψh−ξh)dS= R

f (ϕh)+R
s(ξh)+R

os(ψh−ξh)

−ρ f

∫

Ω
dtθ

n+1
f ·ϕhdx−af (θ

n+1
f ,ϕh)+b(θ n+1

p ,ϕh)−ρsε
∫

Γ

θn+1
ṽ −θn

v

∆t
·ξhdS

+

∫

Γ
σ(θn

f ,θ
n
p)n · (ψh−ξh)dS, (5.27)

for all (ϕh,ψh,ξh) ∈ X f
h ×Vs

h ×Vs
h such thatϕh|Γ = ψh. We proceed by choosing test functionsϕh = δ

n+1
f ,ψh =

δn+1
v ,qh = δ n+1

p andξh = δ
n+1
ṽ . Thanks to (5.12), the pressure terms simplify as follows

−b(δ n+1
p ,δn+1

f )−b(δ n+1
p ,un+1

h ) =−b(δ n+1
p ,Shu

n+1) = 0. (5.28)

Multiplying equation (5.27) by∆t and summing over 0≤ n≤ N−1, we get

E f (δ
N
f )+Ev(δ

N
v )+

ρ f ∆t2

2

N−1

∑
n=0

‖dtδ
n+1
f ‖2

L2(Ω)+2µ∆t
N−1

∑
n=0

‖δn+1
f ‖2

F +
ρsε
2

N−1

∑
n=0

‖δn+1
ṽ −δn

v‖2
L2(Γ)
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+
ρsε
2

N−1

∑
n=0

‖δn+1
v −δn+1

ṽ ‖2
L2(Γ)+∆t

N−1

∑
n=0

as(δ
n+1
s ,δn+1

ṽ )−∆t
N−1

∑
n=0

∫

Γ
σ(δn

f ,δ
n
p)n · (δn+1

v −δn+1
ṽ )dS= E f (δ

0
f )+Ev(δ

0
v)

+∆t
N−1

∑
n=0

(
R

f (δn+1
f )+R

s(δn+1
v )+R

os(δn+1
v −δn+1

ṽ )
)
−ρ f ∆t

N−1

∑
n=0

∫

Ω
dtθ

n+1
f ·δn+1

f dx−∆t
N−1

∑
n=0

af (θ
n+1
f ,δn+1

f )

+∆t
N−1

∑
n=0

b(θ n+1
p ,δn+1

f )−ρsε∆t
N−1

∑
n=0

∫

Γ
dtθ

n+1
v ·δn+1

ṽ dS+∆t
N−1

∑
n=0

∫

Γ
σ(θn

f ,θ
n
p)n · (δn+1

v −δn+1
ṽ )dS. (5.29)

For the term∆t ∑N−1
n=0 as(δ

n+1
s ,δn+1

ṽ ), we proceed as follows

∆t
N−1

∑
n=0

as(δ
n+1
s ,δn+1

ṽ ) = ∆t
N−1

∑
n=0

as(δ
n+1
s ,dtδ

n+1
s + Ihṽ

n+1−Rhdtη
n+1) = Es(δ

N
s )−Es(δ

0
s)

+
∆t2

2

N−1

∑
n=0

‖dtδ
n+1
s ‖2

S+∆t
N−1

∑
n=0

as(δ
n+1
s , Ihṽ

n+1−Rhdtη
n+1).

Note that, since ˜vn+1 = vn+1, Ihṽn+1−Rhdtη
n+1 = Ihvn+1−vn+1+vn+1−Rhdtη

n+1 =−θn+1
v +dtθ

n+1
s +∂tη

n+1−
dtη

n+1. Hence, using property (5.5) of the Ritz projection operator, Cauchy-Schwartz and Young’s inequalities, we
have

∆t
N−1

∑
n=0

as(δ
n+1
s , Ihṽ

n+1−Rhdtη
n+1).

∆t
γ

N−1

∑
n=0

‖θn+1
v ‖2

S+
∆tγ
4

N−1

∑
n=0

‖δn+1
s ‖2

S+∆t
N−1

∑
n=0

R
e(δn+1

s ) (5.30)

for γ > 0, whereRe(δn+1
s ) = as(δ

n+1
s ,∂tη

n+1−dtη
n+1).

To estimate the last term on the left hand side of (5.29), we note thatδn+1
v −δn+1

ṽ = −(vn+1
h − ṽn+1

h ). Further-
more, adding and subtracting the continuous velocity and pressure on the right hand side of (4.4) , we have

δn+1
v −δn+1

ṽ =− ∆t
ρsε

(

−σ(Shu
n+1−δn+1

f ,Πhpn+1− δ n+1
p )n+σ(Shu

n−δn
f ,Πhpn− δ n

p)n
)

onΓ. (5.31)

Employing the identity above, we have

−∆t
N−1

∑
n=0

∫

Γ
σ(δn

f ,δ
n
p)n · (δn+1

v −δn+1
ṽ )dS=−∆t2

ρsε

N−1

∑
n=0

∫

Γ
σ(δn

f ,δ
n
p)n · (−σ(δn+1

f ,δ n+1
p )n+σ(δn

f ,δ
n
p)n)dS

︸ ︷︷ ︸

T1

+
∆t2

ρsε

N−1

∑
n=0

∫

Γ
σ(δn

f ,δ
n
p)n ·

(
−σ

(
Sh(u

n+1−un),Πh(p
n+1− pn)

)
n
)

dS.

︸ ︷︷ ︸

T2.

(5.32)

To estimate termT1, we apply identity (4.3) as follows

T1 =−∆t2

ρsε

N−1

∑
n=0

∫

Γ
σ(δn

f ,δ
n
p)n · (−σ(δn+1

f ,δ n+1
p )n+σ(δn

f ,δ
n
p))ndS=

∆t2

2ρsε
‖σ(δN

f ,δ
N
p )n‖2

L2(Γ)

− ∆t2

2ρsε
‖σ(δ0

f ,δ
0
p)n‖2

L2(Γ)−
∆t2

2ρsε

N−1

∑
n=0

‖σ(δn+1
f ,δ n+1

p )n−σ(δn
f ,δ

n
p)n‖2

L2(Γ). (5.33)

To estimate the last term in the equation above, we again use identity (5.31),(4.4) and Young’s inequality withγ1 > 0
as follows

∆t2

2ρsε

N−1

∑
n=0

‖σ(δn+1
f ,δ n+1

p )n−σ(δn
f ,δ

n
p)n‖2

L2(Γ) =
∆t2

2ρsε

N−1

∑
n=0

‖σ
(
Sh(u

n+1−un),Πh(p
n+1− pn)n

)
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+
ρsε
∆t

(δn+1
ṽ −δn+1

v )‖2
L2(Γ) =

∆t2

2ρsε

N−1

∑
n=0

‖σ
(
Sh(u

n+1−un),Πh(p
n+1− pn)n

)
‖2

L2(Γ)

+
ρsε
2

N−1

∑
n=0

‖δn+1
ṽ −δn+1

v ‖2
L2(Γ)+∆t

N−1

∑
n=0

∫

Γ
(δn+1

ṽ −δn+1
v )σ

(
Sh(u

n+1−un),Πh(p
n+1− pn)n

)
dS

≤ ∆t2

2ρsε

N−1

∑
n=0

‖σ
(
Sh(u

n+1−un),Πh(p
n+1− pn)n

)
‖2

L2(Γ)+
ρsε
2

N−1

∑
n=0

‖δn+1
ṽ −δn+1

v ‖2
L2(Γ)

+
γ1∆t

8

N−1

∑
n=0

‖δn+1
ṽ −δn+1

v ‖2
L2(Γ)+

2∆t
γ1

N−1

∑
n=0

‖σ
(
Sh(u

n+1−un),Πh(p
n+1− pn)n

)
‖2

L2(Γ). (5.34)

Finally, we estimateT2 using the Cauchy-Schwartz inequality and Young’s inequality with γ2 > 0 as

∆t2

ρsε

N−1

∑
n=0

∫

Γ
σ(δn

f ,δ
n
p)n ·

(
−σ

(
Sh(u

n+1−un),Πh(p
n+1− pn)

)
n
)

dS

≤ γ2∆t2

2ρsε

N−1

∑
n=0

‖σ(δn
f ,δ

n
p)n‖2

L2(Γ)+
∆t2

2γ2ρsε
∥
∥−σ

(
Sh(u

n+1−un),Πh(p
n+1− pn)

)
n
∥
∥

2
L2(Γ) . (5.35)

We bound the right hand side of (5.29) as follows. Using Cauchy-Schwartz, Young’s, Poincaré - Friedrichs, and
Korn’s inequalities, we have the following:

−ρ f ∆t
N−1

∑
n=0

∫

Ω
dtθ

n+1
f ·δn+1

f dx−∆t
N−1

∑
n=0

af (θ
n+1
f ,δn+1

f )+∆t
N−1

∑
n=0

b(θ n+1
p ,δn+1

f )

.
∆tρ2

f

µ

N−1

∑
n=0

‖dtθ
n+1
f ‖2

L2(Ω)+∆tµ
N−1

∑
n=0

‖θn+1
f ‖2

F +
∆t
µ

N−1

∑
n=0

‖θ n+1
p ‖2

L2(Ω)+
µ∆t
2

N−1

∑
n=0

‖δn+1
f ‖2

F .

Manipulating the next couple of terms and using the Cauchy-Schwartz, Poincaré - Friedrichs, Korn’s and Young’s
inequalities withγ1 > 0, we get

−ρs∆tε
N−1

∑
n=0

∫

Γ
dtθ

n+1
v ·δn+1

ṽ dS+∆t
N−1

∑
n=0

∫

Γ
σ(θn

f ,θ
n
p)n · (δn+1

ṽ −δn+1
v )dx

= ρs∆tε
N−1

∑
n=0

∫

Γ
dtθ

n+1
v ·

(
(δn+1

v −δn+1
ṽ )−δn+1

v

)
dS+∆t

N−1

∑
n=0

∫

Γ
σ(θn

f ,θ
n
p)n · (δn+1

ṽ −δn+1
v )dx=

=−ρs∆tε
N−1

∑
n=0

∫

Γ
dtθ

n+1
v ·δn+1

f |ΓdS+∆t
N−1

∑
n=0

(∫

Γ

(
ρsεdtθ

n+1
v −σ(θn

f ,θ
n
p)n
)
· (δn+1

v −δn+1
ṽ )dS

)

. ∆t

(
ρ2

s ε2

µ
+

4
γ1

)N−1

∑
n=0

‖dtθ
n+1
v ‖2

L2(Γ)+
µ∆t
2

N−1

∑
n=0

‖δn+1
f ‖2

F +
4∆t
γ1

N−1

∑
n=0

‖σ(θn
f ,θ

n
p)n‖2

L2(Γ)+
∆tγ1

8

N−1

∑
n=0

‖δn+1
v −δn+1

ṽ ‖2
L2(Γ).

Combining the estimates above with equation (5.29) and taking into account the assumption on the initial data,
we have

E f (δ
N
f )+Ev(δ

N
v )+Es(δ

N
s )+

∆t2

2ρsε
‖σ(δN

f ,δ
N
p )n‖2

L2(Γ)+
ρ f ∆t2

2

N−1

∑
n=0

‖dtδ
n+1
f ‖2

L2(Ω)+
ρsε
2

N−1

∑
n=0

‖δn+1
ṽ −δn

v‖2
L2(Γ)

+µ∆t
N−1

∑
n=0

‖δn+1
f ‖2

F +
∆t2

2

N−1

∑
n=0

‖dtδ
n+1
s ‖2

S. ∆t
N−1

∑
n=0

(
R

f (δn+1
f )+R

s(δn+1
v )+R

os(δn+1
v −δn+1

ṽ )+R
e(δn+1

s )
)

+
∆t
γ

N−1

∑
n=0

‖θn+1
v ‖2

S+
∆tρ2

f

µ

N−1

∑
n=0

‖dtθ
n+1
f ‖2

L2(Ω)+∆t

(
ρ2

s ε2

µ
+

4
γ1

)N−1

∑
n=0

‖dtθ
n+1
v ‖2

L2(Γ)+∆tµ
N−1

∑
n=0

‖θn+1
f ‖2

F
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+
4∆t
γ1

N−1

∑
n=0

‖σ(θn
f ,θ

n
p)n‖2

L2(Γ)+

(
∆t2

2ρsε
+

∆t
2γ1

+
∆t2

2γ2ρsε

)N−1

∑
n=0

‖σ
(
Sh(u

n+1−un),Πh(p
n+1− pn)

)
n‖2

L2(Γ)

+
∆t
µ

N−1

∑
n=0

‖θ n+1
p ‖2

L2(Ω)+
γ1∆t

4

N−1

∑
n=0

‖δn+1
ṽ −δn+1

v ‖2
L2(Γ)+

γ2∆t2

2ρsε

N−1

∑
n=0

‖σ(δn
f ,δ

n
p)n‖2

L2(Γ)+
∆tγ
4

N−1

∑
n=0

‖δn+1
s ‖2

S. (5.36)

To estimate the approximation and consistency errors, we use Lemmas 5.4 and 5.2, leading to the following in-
equality

E f (δ
N
f )+Ev(δ

N
v )+Es(δ

N
s )+

∆t2

2ρsε
‖σ(δN

f ,δ
N
p )n‖2

L2(Γ)+
ρ f ∆t2

2

N−1

∑
n=0

‖dtδ
n+1
f ‖2

L2(Ω)+
ρsε
2

N−1

∑
n=0

‖δn+1
ṽ −δn

v‖2
L2(Γ)

+
µ∆t
2

N−1

∑
n=0

‖δn+1
f ‖2

F +
∆t2

2

N−1

∑
n=0

‖dtδ
n+1
s ‖2

S. ∆t2
(

‖∂ttu‖2
L2(0,T,L2(Ω))+

1
γ
‖∂ttv‖2

L2(0,T;L2(Γ))+
1
γ
‖∂ttη‖2

L2(0,T;H1(Γ))

+
1
γ1
‖∂tσn‖2

L2(0,T;L2(Γ))

)

+

(

1+
1
γ1

)

h2k+2‖∂tv‖2
L2(0,T;Hk+1(Γ))+h2s+2

(

‖p‖2
L2(0,T;Hs+1(Ω))+

1
γ1
‖p‖2

L2(0,T;Hs+1(Γ))

)

+h2k
(

1
γ
‖v‖2

L2(0,T;Hk+1(Γ))+ ‖∂tu‖2
L2(0,T;Hk+1(Ω))

+ ‖u‖2
L2(0,T;Hk+1(Ω))

+
1
γ1
‖u‖2

L2(0,T;Hk+1(Γ))

)

+

(
∆t2

2ρsε
+

∆t
2γ1

+
∆t2

2γ2ρsε

)N−1

∑
n=0

‖σ
(
Sh(u

n+1−un),Πh(p
n+1− pn)n

)
‖2

L2(Γ)+
γ2∆t2

2ρsε

N−1

∑
n=0

‖σ(δn
f ,δ

n
p)n‖2

L2(Γ)

+
γ1∆t

4

N−1

∑
n=0

‖δn+1
ṽ −δn+1

v ‖2
L2(Γ)+

∆tγ
2

N−1

∑
n=0

‖δn+1
s ‖2

S+ γ∆t
ρsε
2

N−1

∑
n=0

‖δn+1
v ‖2

L2(Γ). (5.37)

We estimate termγ1∆t
4 ∑N−1

n=0 ‖δn+1
ṽ −δn+1

v ‖2
L2(Γ) using equation (5.31) as follows

γ1∆t
4

N−1

∑
n=0

‖δn+1
ṽ −δn+1

v ‖2
L2(Γ) ≤

γ1∆t3

2ρ2
s ε2

N−1

∑
n=0

‖σ
(
Sh(u

n+1−un),Πh(p
n+1− pn)

)
n‖2

L2(Γ)

+
γ1∆t3

2ρ2
sε2

N−1

∑
n=0

‖σ(δn+1
f −δn

f ,δ
n+1
p − δ n

p)n‖2
L2(Γ) ≤

γ1∆t3

2ρ2
sε2

N−1

∑
n=0

‖σ
(
Sh(u

n+1−un),Πh(p
n+1− pn)

)
n‖2

L2(Γ)

+
γ1∆t3

ρ2
s ε2 ‖σ(δ

0
f ,δ

0
p)n‖2

L2(Γ)+
2γ1∆t3

ρ2
s ε2

N−1

∑
n=0

‖σ(δn
f ,δ

n
p)n‖2

L2(Γ)+
γ1∆t3

ρ2
s ε2 ‖σ(δ

N
f ,δ

N
p )n‖2

L2(Γ). (5.38)

Finally, adding and subtracting the continuous solution, and applying Lemmas 5.4 and 5.3, we have

∆t
N−1

∑
n=0

‖σ
(
Sh(u

n+1−un),Πh(p
n+1− pn)

)
n‖2

L2(Γ) ≤ 2∆t
N−1

∑
n=0

‖∆tσ
(

dtθ
n+1
f ,dtθ n+1

p

)

n‖2
L2(Γ)

+2∆t
N−1

∑
n=0

‖σ
(
un+1−un, pn+1− pn)n‖2

L2(Γ) . ∆t2h2k‖∂tu‖2
L2(0,T;Hk+1(Γ))+∆t2h2s+2‖∂t p‖2

L2(0,T;Hs+1(Γ))

+∆t2‖∂tσn‖2
L2(0,T;L2(Γ)). (5.39)

Assuming thatγ∆t < 1,γ1 <
ρsε
8∆t

,γ2 <
1
4

, and applying the discrete Gronwall inequality [43], we get

E f (δ
N
f )+Ev(δ

N
v )+Es(δ

N
s )+

3∆t2

8ρsε
‖σ(δN

f ,δ
N
p )n‖2

L2(Γ)+
ρ f ∆t2

2

N−1

∑
n=0

‖dtδ
n+1
f ‖2

L2(Ω)+
ρsε
2

N−1

∑
n=0

‖δn+1
ṽ −δn

v‖2
L2(Γ)
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+
µ∆t
2

N−1

∑
n=0

‖δn+1
f ‖2

F +
∆t2

2

N−1

∑
n=0

‖dtδ
n+1
s ‖2

S. eγ̃T
{

∆t2
(

‖∂ttu‖2
L2(0,T,L2(Ω))+

1
γ
‖∂ttv‖2

L2(0,T;L2(Γ))

+
1
γ
‖∂ttη‖2

L2(0,T;H1(Γ))+
1
γ1
‖∂tσn‖2

L2(0,T;L2(Γ))

)

+∆t4
(

∆t +
∆t
γ2

+
1
γ1

+ γ1∆t2
)

‖∂tσn‖2
L2(0,T;L2(Γ))

+

(

1+
1
γ1

)

h2k+2‖∂tv‖2
L2(0,T;Hk+1(Γ))+h2s+2

(

‖p‖2
l2(0,T;Hs+1(Ω))+

1
γ1
‖p‖2

L2(0,T;Hs+1(Γ))

)

+h2k
(

1
γ
‖v‖2

L2(0,T;Hk+1(Γ))+ ‖∂tu‖2
L2(0,T;Hk+1(Ω))

+ ‖u‖2
L2(0,T;Hk+1(Ω))

+
1
γ1
‖u‖2

L2(0,T;Hk+1(Γ))

)

+∆t2
(

∆t +
∆t
γ2

+
1
γ1

+ γ1∆t2
)(

h2k‖∂tu‖2
L2(0,T;Hk+1(Γ))+h2s+2‖∂t p‖2

L2(0,T;Hs+1(Γ))

)}

. (5.40)

Recall that the error between the exact and the discrete solution is the sum of the approximation error and the
truncation error (5.22)-(5.26). Thus, using the triangle inequality and approximation properties (5.6)-(5.13), we
prove the desired estimate.

LEMMA 5.2. The following estimate holds forγ > 0:

∆t
N−1

∑
n=0

(
R

f (δn+1
f )+R

s(δn+1
v )+R

os(δn+1
v −δn+1

ṽ )+R
e(δn+1

s )
)

. ∆t2
(

‖∂ttu‖2
L2(0,T,L2(Ω))+

1
γ
‖∂ttv‖2

L2(0,T;L2(Γ))+
1
γ
‖∂ttη‖2

L2(0,T;H1(Γ))+
1
γ1
‖∂tσn‖2

L2(0,T;L2(Γ))

)

+
µ∆t
2

N−1

∑
n=0

‖δn+1
f ‖2

F +
∆tγ1

8

N−1

∑
n=0

‖δn+1
v −δn+1

ṽ ‖2
L2(Γ)+ γ∆t

ρsε
2

N−1

∑
n=0

‖δn+1
v ‖2

L2(Γ)+
γ∆t
4

N−1

∑
n=0

‖δn+1
s ‖2

S,

Proof. Using Cauchy-Schwartz, Young’s, Poincaré - Friedrichs,and Korn’s inequalities, we have

∆t
N−1

∑
n=0

R
f (δn+1

f ).
∆tρ2

f

µ

N−1

∑
n=0

‖dtu
n+1− ∂tu

n+1‖2
L2(Ω)+

µ∆t
2

N−1

∑
n=0

‖δn+1
f ‖2

F .

Furthermore, using Cauchy-Schwartz and Young’s inequalities, forγ > 0, we have

∆t
N−1

∑
n=0

(
R

s(δn+1
v )+R

e(δn+1
s )

)
≤ ∆tρsε

2γ

N−1

∑
n=0

‖dtv
n+1− ∂tv

n+1‖2
L2(Γ)+ γ∆t

ρsε
2

N−1

∑
n=0

‖δn+1
v ‖2

L2(Γ)

+
∆t
γ

N−1

∑
n=0

‖dtη
n+1− ∂tη

n+1‖2
S+

γ∆t
4

N−1

∑
n=0

‖δn+1
s ‖2

S.

Finally, to estimate the operator splitting error, we use the Cauchy-Schwartz and Young’s inequality withγ1 > 0 as
follows

∆t
N−1

∑
n=0

R
os(δn+1

v −δn+1
ṽ ) = ∆t

N−1

∑
n=0

∫

Γ

(
σ(un+1, pn+1)n−σ(un, pn)n

)
· (δn+1

ṽ −δn+1
v )dx

≤ 2∆t
γ1

N−1

∑
n=0

‖σ(un+1, pn+1)n−σ(un, pn)n‖2
L2(Γ)+

∆tγ1

8

N−1

∑
n=0

‖δn+1
v −δn+1

ṽ ‖2
L2(Γ).

The final estimate follows by applying Lemma 5.3.
LEMMA 5.3 (Consistency errors).The following inequalities hold:

∆t
N−1

∑
n=0

‖dtϕ
n+1− ∂tϕ

n+1‖2
L2(S) . ∆t2‖∂ttϕ‖2

L2(0,T;L2(S)),
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∆t
N−1

∑
n=0

‖σn+1n−σnn‖2
L2(Γ) . ∆t2‖∂tσn‖2

L2(0,T;L2(Γ)).

Proof. Using the Cauchy-Schwartz inequality, we have

∆t
N−1

∑
n=0

‖dtϕ
n+1− ∂tϕ

n+1‖2
L2(S) = ∆t

N−1

∑
n=0

∫

S

∣
∣
∣
∣

1
∆t

∫ tn+1

tn
(t − tn)∂ttϕ(t)dt

∣
∣
∣
∣

2

dx

≤ 1
∆t

∫

S

N−1

∑
n=0

(∫ tn+1

tn
|t − tn|2dt

∫ tn+1

tn
|∂ttϕ|2dt

)

dx≤ ∆t2

3

∫

S

∫ T

0
|∂ttϕ|2dtdx. ∆t2‖∂ttϕ‖2

L2(0,T;L2(S)). (5.41)

To prove the second inequality, we use the Taylor expansion with integral reminder

σn+1n−σnn=

∫ tn+1

tn
∂tσndt.

Now we have

∆t
N−1

∑
n=0

‖σn+1n−σnn‖2
L2(Γ) = ∆t

N−1

∑
n=0

∫ L

0

∣
∣
∣
∣

∫ tn+1

tn
∂tσndt

∣
∣
∣
∣

2

dx

≤ ∆t
∫ L

0

N−1

∑
n=0

(∫ tn+1

tn
dt
∫ tn+1

tn
|∂tσn|2dt

)

dx≤ ∆t2
∫ L

0

∫ T

0
|∂tσn|2dtdx. ∆t2‖∂tσn‖2

L2(0,T;L2(Γ)).

The last line in the proof follows from (5.41) and the definition of the time discrete norms (5.4).
LEMMA 5.4 (Interpolation errors).The following inequalities hold:

∆t
N−1

∑
n=0

‖dtθ
n+1
f ‖2

L2(Ω) ≤ ‖∂tθ f ‖2
L2(0,T;L2(Ω)) . h2k‖∂tu‖2

L2(0,T;Hk+1(Ω))
,

∆t
N−1

∑
n=0

‖dtθ
n+1
v ‖2

L2(Γ) ≤ ‖∂tθv‖2
L2(0,T;L2(Γ)) . h2k+2‖∂tv‖2

L2(0,T;Hk+1(Γ)),

∆t
N−1

∑
n=0

‖θn+1
f ‖2

F . ∆t
N−1

∑
n=0

h2k‖un+1‖2
Hk+1(Ω)

. h2k‖u‖2
L2(0,T;Hk+1(Ω))

,

∆t
N−1

∑
n=0

‖θn+1
v ‖2

S. h2k‖v‖2
L2(0,T;Hk+1(Γ)), ∆t

N−1

∑
n=0

‖θ n+1
p ‖2

L2(Ω) . h2s+2‖p‖2
L2(0,T;Hs+1(0,T)).

Proof. The last three inequalities follow directly from approximation properties (5.6)-(5.13). To prove the first
equality, we use the Cauchy-Schwarz inequality as follows

∆t
N−1

∑
n=0

‖dtθ
n+1
f ‖2

L2(Ω) =
1
∆t

N−1

∑
n=0

∥
∥
∥
∥

∫ tn+1

tn
∂tθ

n+1
f

∥
∥
∥
∥

2

L2(Ω)

≤ 1
∆t

N−1

∑
n=0

∫

Ω

(

∆t
∫ tn+1

tn
|∂tθ

n+1
f |2dt

)

dx

≤ ‖∂tθ f ‖2
L2(0,T;L2(Ω)) . h2k‖∂tu‖2

L2(0,T;Hk+1(Ω))
. (5.42)

The second inequality is proved in an analogous way.

6. Thick structure models and other extensions.One of the most appealing features of the kinematically
coupledβ -scheme and its variants is that it can be generalized to the various FSI problems including the ones with
thick structures [9] and composite structures [11]. The stability and the convergence proof presented in this paper
can be applied, with simple and straightforward modifications, to theβ -scheme for the fluid-composite structure
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interaction problem [11], where the composite structure consists of a thin layer and a thick layer. The main reason
for that is the fact that the fluid and thick structure are coupled via the thin elastic interface which regularizes the
problem (this regularization is quantified in 1D case in [36]). It was proven in [37] that classical kinematically
coupled scheme (caseβ = 0) applied to fluid-composite structure interaction problem is convergent, but the order
of convergence isO(∆t1/2) in time. Using the methods presented in this paper, one can show that the proposed
modifiedβ scheme applied to a fluid-composite structure interaction problem withβ = 1 has optimal, first order in
time, convergence.

We will briefly discuss the case of fluid-thick structure interaction problem which is more difficult (numeri-
cally and analytically) because there is no additional regularization due to the elastic interface. Thus, only a limited
amount of numerical analysis of partitioned schemes for FSIproblems with thick structures is available in the lit-
erature. The generalized Robin-Neumann explicit couplingscheme for the fluid-thick structure interaction problem
was analyzed in [22] where it was proved that it is convergent, with the order of convergence ofO( ∆t√

h
). We consider

theβ -scheme for the fluid-thick structure interaction problem presented in [9]. A basic stability estimate for the case
β = 0 is derived in [9] where convergence of theβ -scheme was proved numerically. Here we consider the case when
there is no additional structural viscosity (in notation of[9] caseε = 0), which analytically and numerically is the
most difficult case. We will show thatβ -scheme for FSI with thick structures is stable under condition ∆t2 . h. The
obtained estimates could then be used to prove that the scheme is also convergent with order of accuracyO( ∆t√

h
).

Our proof illustrates that numerically our interface has a mass, which makes the scheme convergent.
In the following we consider a simplified linear version of the fluid-thick structure interaction problem presented

in [9]. We start with the weak formulation for the coupled problem and sub-problems of the partitioned scheme.
Differential formulation and more details can be found in [9]. Furthermore, we ignore the influence of the boundary
conditions since they can be treated in the same manner as in the thin structure case.

Let ΩF = (0,1)2×(−1,0), ΩS= (0,1)2×(0,1) andΓ= (0,1)2×{0} be the fluid domain, the structure domain
and the fluid-structure interface, respectively. We define the corresponding function spaces:

V f = H1(ΩF)
3, Q= L2(ΩF), Vs = H1(ΩS)

3, V f si = {(ϕ,ξ) ∈V f ×Vs| ϕ|Γ = ξ|Γ}.
Furthermore we introduce a bilinear form connected to the linearized elastic operator:

ats(η,ξ) =

∫

ΩS

S(η) : ∇ξ,

whereS(η) = 2µsD(η)+λs(∇ ·η)I is the first Piola-Kirchhoff stress tensor andµs andλs are the Lamé parameters.
The variational formulation for the coupled fluid-thick structure interaction problem now reads:
Given t ∈ (0,T) find (u,v) ∈ V f si, p ∈ Q, η ∈ Vs such that∂tη = v on Γ and for every(ϕ,ξ,q) ∈ V f si×Q the
following holds:

ρ f

∫

ΩF

∂tu ·ϕdx+af(u,ϕ)−b(p,ϕ)+b(q,u)+ρs

∫

ΩS

∂tv ·ξdx+ats(η,ξ) =

∫

Σ
pin/out(t)ϕdS. (6.1)

To discretize the problem in space we use the FEM triangulation with maximum triangle diameterh and define
the finite element spacesV f

h ⊂ V f , Vs
h ⊂ Vs, andQh ⊂ Q. We denote byΩh

F , Ωh
S, the strip in the fluid and the

structure domain, respectively, that consists of all the elements that have at least one vertex on the interface. The
width of Ωh

F andΩh
S is of orderh.

The partitioned numerical scheme for the interaction between a fluid and a thick structure presented in [9],
based on the kinematically coupled scheme, reads as follows
Step 1.Find (ũn+1

h , ṽn+1
h ) ∈V f si

h , ηn+1
h ∈Vs

h such that for every(ϕh,ξh) ∈V f si
h the following equality holds:

ρs

∫

ΩS

ṽn+1
h −vn

h

∆t
·ξh+ats(η

n+1
h ,ξh)+ρ f

∫

ΩF

ũn+1
h −un

h

∆t
·ϕh =−

∫

Γ
σn

hn ·ξ,

ṽn+1
h =

ηn+1
h −ηn

h

∆t
, (ṽn+1

h )|Γ = (ũn+1
h )|Γ,

(6.2)
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whereσn
h = σ(u

n
h, p

n
h).

Let φh be a test function such that(φh)|Γ = 0. Then(φh,0) is an admissible test function, so we can take this
test function in (6.2) to obtain:

ρ f

∫

ΩF

ũn+1
h −un

h

∆t
·ϕh = 0, (ϕh)|Γ = 0.

Therefore we have ˜un+1
h = un

h on all the nodes inside the fluid domain. Hence, the integral
∫

ΩF

ũ
n+1
h −u

n
h

∆t ·ϕh ”lives”

only in narrow stripΩh
F i.e.

ρ f

∫

ΩF

ũn+1
h −un

h

∆t
·ϕh = ρ f

∫

Ωh
F

ũn+1
h −un

h

∆t
·ϕh.

Now, if we take into the account(ṽn+1
h )|Γ = (ũn+1

h )|Γ we see that (6.2) is indeed essentially a structure problem
because the only unknowns are the structure displacement and the structure velocity. However, the fluid inertia
enters the problem through the mass matrix on the interface.
Step 2.Find (un+1

h ,vn+1
h , pn+1) ∈V f si

h ×Qh, such that for(ϕh,ξh,qh) ∈V f si
h ×Qh, the following equality holds:

ρ f

∫

ΩF

un+1
h − ũn+1

h

∆t
·ϕh+ρs

∫

ΩS

vn+1
h − ṽn+1

h

∆t
·ξh+af (v

n+1
h ,ϕh)−b(pn+1

h ,ϕh)+b(qh,u
n+1
h ) =

∫

Γ
σn

hn ·ϕh,

(vn+1
h )|Γ = (un+1

h )|Γ.
(6.3)

Similarly as in the previous step we see that the integral associated with the structure acceleration ”lives” only in the
strip Ωh

S, i.e. vn+1
h = ṽn+1

h on the nodes inside the structure domain. Again, we can conclude that (6.3) is the fluid
problem because the unknowns are the fluid velocity and the fluid pressure, while the structure inertia is taken into
the account on the interface. This is crucial for the stability of the scheme.

To derive energy estimates, we take test functions(ϕh,ξh) =∆t(ũn+1
h , ṽn+1

h ) in (6.2),(ϕh,ξh) =∆t(un+1
h ,vn+1

h )
in (6.3) and sum the resulting expressions. We end up with thesame energy estimates as in [9], but with the following
additional term (analogously as in Section 4):

I = ∆t
∫

Γ
σn

hn(v
n+1
h − ṽn+1

h ).

The problem is that now we do not have the thin structure inertia that would help us to deal with the problematic
term. However, numerically we still have some structure inertia in the fluid step. Namely, after integration by parts
of (6.3) we obtain:

ρs

∫

Ωh
S

vn+1
h − ṽn+1

h

∆t
·ξh =

∫

Γ
(σn

h −σn+1
h )n ·ϕh. (6.4)

Let us now take into account thatϕh = ξh|Γ to derive the relation between the structure inertia and thefluid force
on the interfaceΓ. First, we introduce some notation.

Let φh
i , i = 1, . . . ,m be the finite element functions on the interfaceΓ andψh

i , i = 1, . . . ,m, corresponding finite
elements functions in the structure domainΩS, i.e. (ψh

i )|Γ = φh
i andψi are supported inΓ× (0,h). Notice that we

consider only the structure elements that are associated with the nodes on the interface. We denote byAh andBh the
associated mass matrices,Ah = (ah

i j ) = (
∫

ΩS
ψh

i ψh
j )i j andBh = (bh

i j ) = (
∫

Γ φh
i φh

j )i j . Let v= ∑m
i=1viψh

i be a function

defined on the structure domain. Then its trace is given byv|Γ = ∑m
i=1viφh

i . With a slight abuse of a notation we will
identify functionv with vectorv = (vi)i=1,...,m. Furthermore, we have

‖v‖2
L2(ΩS)

=
m

∑
i, j=1

viv jai j = Ahv ·v, ‖v|Γ‖2
L2(Γ) =

m

∑
i, j=1

viv jbi j = Bhv ·v.
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Moreover, notice that‖Ah‖ ≈ h3 and‖Bh‖ ≈ h2 becauseψi are 3d elements andφi are 2d elements, and their
maximum triangle diameter ish. Using the following equation

ρS

∫

Ωh
S

vn+1
h − ṽn+1

h

∆t
·ϕh =

∫

Γ
(σn

h −σn+1
h )n ·ξh., (6.5)

we obtain

ρs(
vn+1

h − ṽn+1
h

∆t
)|Γ = A−1

h Bh(σ
n
h −σn+1

h )n.

Here we used the identification between functions and the coefficients vectors in order to define the operator on the
right-hand side. Therefore we have

∆t
∫

Γ
σn

hn · (vn+1
h − ṽn+1

h ) =
∆t2

ρs

∫

Γ
σn

hn ·A−1
h Bh(σ

n
h −σn+1

h )n=
1
2

∆t2

ρs

(∫

Γ
(A−1

h Bhσ
n
h)n ·σn

hn

−
∫

Γ
(A−1

h Bhσ
n+1
h n) ·σn+1

h n+
∫

Γ
(A−1

h Bh(σ
n
h −σn+1

h )n) · (σn
h −σn+1

h )n
)

.

Let us calculate the last term

1
2

∆t2

ρs

∫

Γ
(A−1

h Bh(σ
n
h −σn+1

h )n) · (σn
h −σn+1

h )n=
1
2

ρs

∫

Γ
(vn+1

h − ṽn+1
h ) · (B−1

h Ah(v
n+1
h − ṽn+1

h ))

=
ρs

2
‖vn+1

h − ṽn+1
h ‖2

L2(ΩS)
.

This term is canceled with the same term from the left-hand side that comes from the structure inertia that is included
in the fluid step. Moreover,A−1

h Bh is a positive-definite matrix and therefore one can proceed to obtain analogous

stability and convergence estimates as in the thin structure case as long as the term12
∆t2
ρs
‖A−1

h Bh‖ stays bounded.

Since‖A−1
h Bh‖ ≈ C

h we have the following stability condition:

∆t2 . h.

More precisely we proved the following stability result:
THEOREM 6.1. Let{(un

h, ṽ
n
h,v

n
h,η

n
h}0≤n≤N be the solution of(6.2)-(6.3). Then, the following estimate holds:

E f (u
N
h )+Ev(v

N
h )+Es(η

N
h )+

∆t2

ρsh
‖σ(uN

h , p
N
h )n‖2

L2(Γ)+
ρ f ∆t2

2

N−1

∑
n=0

‖dtu
n+1
h ‖2

L2(ΩF )

+
∆t2

2

N−1

∑
n=0

ats(dtη
n+1
h ,dtη

n+1
h )+ µ∆t

N−1

∑
n=0

‖un+1
h ‖2

F +
ρs

2

N−1

∑
n=0

‖ṽn+1
h −vn

h‖2
L2(ΩS)

. E f (u
0
h)+Ev(v

0
h)+Es(η

0
h)+

∆t2

ρsh
‖σ(u0

h, p
0
h)n‖2

L2(Γ)+∆t
N−1

∑
n=0

‖pout(t
n+1)‖2

L2(Σ), (6.6)

where

E f (u
n
h) =

ρ f

2
‖un

h‖2
L2(ΩF )

, Ev(v
n
h) =

ρs

2
‖vn

h‖2
L2(ΩS)

, Es(η
n
h) =

1
2

ats(η
n
h,η

n
h). (6.7)

REMARK 3. Using the obtained stability estimates in an analogous way as in Section 5, one can show that
the scheme is convergent and its order of temporal accuracy is O( ∆t√

h
). This is the same order of accuracy that is

obtained by an alternative splitting strategy in [22].
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7. Numerical results. In this section we focus on the verification of the stability and convergence results of the
kinematically coupledβ scheme. We consider a benchmark problem similar to the one proposed in [21], belonging
to a class of benchmark problems commonly used to validate FSI solvers. As in [21], we consider a two-dimensional
test problem and model the structure elastodynamics using ageneralized string model with the assumption of zero
axial displacement:

η = (0,ηr)
T , LSη

n+1 = (0,C0ηr −C1∂xxηr)
T with C0 =

Eε
R2(1−σ2)

and C1 =
Eε

2(1+σ)
, (7.1)

whereE is the Young’s modulus andσ is Poisson’s ratio. The fluid domain is the rectangleΩ = [0,L]× [0,R] with
R= 0.5 cm,L = 5 cm. The top boundary corresponds to the fluid-structure interface, while symmetry conditions are
prescribed at the bottom boundary. The flow is driven by the inlet time-dependent pressure data, which is a cosine
pulse with maximum amplitudepmax= 1.3333×104 dyne/cm2 lasting fortmax= 0.003 seconds, while the outlet
normal stress is kept at zero:

pin(t) =

{ pmax
2

[
1− cos

( 2πt
tmax

)]
if t ≤ tmax

0 if t > tmax
, pout(t) = 0 ∀t ∈ (0,T).

The problem is solved over the time interval [0,16] ms.
The fluid physical parameters are given byρ f = 1 g/cm3 andµ=0.035 g/cm s. The structure physical parameters

areρs = 1.1 g/cm3, ε = 0.1 cm,E = 0.75·106 dyne/cm2 andσ = 0.5. To discretize the fluid problem in space, we
use theP1 bubble–P1 elements for the velocity and pressure, andP1 elements to discretize the structure problem.

In order to verify the time convergence estimates from Theorem 5.1, we fixh= L/164= 0.03 cm and define
the reference solution to be the one obtained with∆t = 5 · 10−6. Figure 7.1 shows the relative error between the
reference solution and solutions obtained with∆t = 5 ·10−4,2.5 ·10−4,1.25·10−4,6.25·10−5 and 3.125·10−5 for
the fluid velocityuN

h in L2-norm (left) and for the structure displacementηN
h in ‖·‖S norm (right) obtained atT = 10

ms. We observe that the case whenβ = 1 leads to the optimal, first-order in time convergence, while sub-optimal
convergence is obtained whenβ = 0.

∆ t
10-4 10-3

e f

10-2

10-1

100

101

β=0
β=1
slope 1
slope 0.5

∆ t
10-4 10-3

e s

10-2

10-1

100

101

β=0
β=1
slope 1
slope 0.5

FIG. 7.1.Time convergence obtained at t=10 ms. Left: Relative error for fluid velocity in L2-norm. Right: Relative error for the structure
displacement in‖ ·‖S norm. Higher rate of convergence is observed in the case whenβ = 1.

Finally, to verify the space convergence estimates from Theorem 5.1, we fix∆t = 5 · 10−6 s and define the
reference solution to be the one obtained withh = L/164= 0.03. Figure 7.2 shows the relative error between
the reference solution and solutions obtained withh = L/40,L/80,L/160 andL/320 for the fluid velocityuN

h in
L2-norm (left) and for the structure displacementηN

h in ‖ · ‖S norm (right) obtained atT = 10 ms. There are no
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substantial differences in the rates of convergence in space for β = 0 andβ = 1, indicating that, as expected, terms
involving β affect only the convergence in time.

h
10-2 10-1

e f

10-1

100

β=0
β=1
slope 1
slope 0.5

h
10-2 10-1

e s

10-2

10-1

β=0
β=1
slope 1
slope 0.5

FIG. 7.2.Space convergence obtained at t=10 ms. Left: Relative errorfor fluid velocity in L2-norm. Right: Relative error for the structure
displacement in‖ ·‖S norm. No significant differences are observed for cases whenβ = 0 andβ = 1.

8. Conclusions. In order to complete the theory behind the kinematically coupled scheme and its variants, in
this manuscript we analyze the stability and convergence properties ofβ -scheme. This is the first work that presents
the a priori error estimates which include the operator splitting error, and proves the optimalO(∆t) convergence
in time whenβ = 1. Furthermore, we discuss the extension of our results to the fluid-thick structure interaction
problem. Numerical experiments confirm the theoretical results.
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[10] M. BUKA Č, S. ČANI Ć, R. GLOWINSKI , J. TAMBA ČA, AND A. QUAINI , Fluid-structure interaction in blood flow capturing non-zero

longitudinal structure displacement, Journal of Computational Physics, 235 (2012), pp. 515–541.
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