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∗-ISOMORPHISM OF LEAVITT PATH ALGEBRAS OVER Z

TOKE MEIER CARLSEN

ABSTRACT. We characterise when the Leavitt path algebras overZ of two arbitrary
countable directed graphs are∗-isomorphic. We also prove that any∗-homomorphism
between two Leavitt path algebras overZ maps the diagonal to the diagonal.

1. INTRODUCTION

Graph C∗-algebraswere introduced in [11] and [12] as a generalisation of Cuntz-
Kriger [9] and Cuntz algebras [8], and have since then attracted a lot of interest (see
[18] and its references). It was later discovered that certain Leavitt algebras [13, 14, 15]
could be considered as algebraic analogues of Cuntz algebras. This led to the introduc-
tion of Leavitt path algebrasas algebraic analogues of graphC∗-algebras ([1] and [3]).
Since then the connection between graphC∗-algebras and Leavitt path algebras has been
thoroughly studied (see for example [2], [10], and [19]). Both the graphC∗-algebra and
the Leavitt path algebra of a directed graph can be constructed from thegraph groupoid
of the graph (see [4], [5], [7], [12], [17], and [21]).

The purpose of this paper is to describe, in terms of the graphC∗-algebras and the
graph groupoids, when the Leavitt path algebras overZ of two arbitrary countable di-
rected graphs are∗-isomorphic. This is done in Theorem 1 in Section 3. We also remark
on how this is related toorbit equivalenceof graphs (Remark 2), and prove that all pro-
jections in a Leavitt path algebra overZ belong to thediagonal of the Leavitt path
algebra (Proposition 3). It follows as a corollary that any∗-homomorphism between
two Leavitt path algebras overZ maps the diagonal to the diagonal (Corollary 4).

2. DEFINITIONS AND NOTATION

We recall in this section the definition of a directed graph, as well as the definitions of
the Leavitt path algebra, the graphC∗-algebra, and the graph groupoid of a graph; and
introduce some notation. Most of this section is copied from[5].

A directed graphis a quadrupleE = (E0,E1,s, r) whereE0 andE1 are sets, andsand
r are maps fromE1 to E0. A graphE is said to becountableif E0 andE1 are countable.

A path µ of lengthn in E is a sequence of edgesµ = µ1 . . .µn such thatr(µi) =
s(µi+1) for all 1≤ i ≤ n−1. The set of paths of lengthn is denotedEn. We denote by
|µ| the length ofµ. The range and source maps extend naturally to paths:s(µ) := s(µ1)
andr(µ) := r(µn). We regard the elements ofE0 as path of length 0, and forv∈ E0 we
sets(v) := r(v) := v. Forv∈ E0 andn∈ N0 we denote byvEn the set of paths of length
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n with sourcev. We defineE∗ :=
⋃

n∈N0
En to be the collection of all paths with finite

length. We defineE0
reg := {v∈ E0 : vE1 is finite and nonempty} andE0

sing := E0 \E0
reg.

If µ = µ1µ2 · · ·µm,ν = ν1ν2 · · ·νn ∈ E∗ and r(µ) = s(ν), then we letµν denote the
pathµ1µ2 · · ·µmν1ν2 · · ·νn. A loop (also called acycle) in E is a pathµ ∈ E∗ such that
|µ| ≥ 1 ands(µ) = r(µ). An edgee is anexit to the loopµ if there existsi such that
s(e) = s(µi) ande 6= µi . A graph is said to satisfycondition (L)if every loop has an exit.

An infinite pathin E is an infinite sequencex1x2 . . . of edges inE such thatr(ei) =
s(ei+1) for all i. We letE∞ be the set of all infinite paths inE. The source map extends
to E∞ in the obvious way. We let|x| = ∞ for x∈ E∞. Theboundary path spaceof E is
the space

∂E := E∞ ∪{µ ∈ E∗ : r(µ) ∈ E0
sing}.

If µ = µ1µ2 · · ·µm ∈ E∗, x= x1x2 · · · ∈ E∞ andr(µ) = s(x), then we letµx denote the
infinite pathµ1µ2 · · ·µmx1x2 · · · ∈ E∞.

For µ ∈ E∗, thecylinder setof µ is the set

Z(µ) := {µx∈ ∂E : x∈ r(µ)∂E},

wherer(µ)∂E := {x∈ ∂E : r(µ) = s(x)}. Givenµ ∈ E∗ and a finite subsetF ⊆ r(µ)E1

we define

Z(µ \F) := Z(µ)\

(

⋃

e∈F

Z(µe)

)

.

The boundary path space∂E is a locally compact Hausdorff space with the topology
given by the basis{Z(µ \F) : µ ∈ E∗, F is a finite subset ofr(µ)E1}, and each such
Z(µ \F) is compact and open (see [20, Theorem 2.1 and Theorem 2.2]).

Thegraph C∗-algebraof a directed graphE is the universalC∗-algebraC∗(E) gener-
ated by mutually orthogonal projections{pv : v∈E0} and partial isometries{se : e∈E1}
satisfying

(CK1) s∗ese = pr(e) for all e∈ E1;
(CK2) ses∗e ≤ ps(e) for all e∈ E1;
(CK3) pv = ∑

e∈vE1

ses
∗
e for all v∈ E0

reg.

If µ = µ1 · · ·µn ∈ En andn≥ 2, then we letsµ := sµ1 · · ·sµn. Likewise, we letsv := pv

if v ∈ E0. Then span{sµs∗ν : µ,ν ∈ E∗, r(µ) = r(ν)} is dense inC∗(E). We define
D(E) to be the closure inC∗(E) of span{sµs∗µ : µ ∈ E∗}. ThenD(E) is an abelian

C∗-subalgebra ofC(E), and it is isomorphic to theC∗-algebraC0(∂E). We furthermore
have thatD(E) is a maximal abelian sub-algebra ofC∗(E) if and only if E satisfies
condition (L) (see [16, Example 3.3]).

Let E be a directed graph andR a commutative ring with a unit. TheLeavitt path
algebraof E overR is the universalR-algebraLR(E) generated by pairwise orthogonal
idempotents{v : v∈ E0} and elements{e,e∗ : e∈ E1} satisfying

(LP1) e∗ f = 0 if e 6= f ;
(LP2) e∗e= r(e);
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(LP3) s(e)e= e= er(e);
(LP4) e∗s(e) = e∗ = r(e)e∗;
(LP5) v= ∑e∈vE1 ee∗ if v∈ E0

reg.

If µ = µ1 · · ·µn ∈ En andn≥ 2, then we letµ be the elementµ1 · · ·µn ∈ LR(E). Then
LR(E) = span{µν∗ : µ,ν ∈ E∗, r(µ) = r(ν)}. We defineDR(E) := span{µµ∗ : µ ∈
E∗}. ThenDR(E) is an abelian subalgebra ofLR(E), and it is maximal abelian if and
only if E satisfies condition (L) (see [6, Proposition 3.14 and Theorem 3.22]). If R is a
a subring ofC that is closed under complex conjugation, thenµν∗ 7→ νµ∗ extends to
a conjugate linear involution onLR(E), i.e. LR(E) is a∗-algebra. There is an injective
∗-homomorphismιLR(E) → C∗(E) mappingv to pv ande to se for v ∈ E0 ande∈ E1

(see [19, Theorem 7.3]).
For n ∈ N0, let ∂E≥n := {x ∈ ∂E : |x| ≥ n}. Then∂E≥n = ∪µ∈EnZ(µ) is an open

subset of∂E. We define theshift mapon E to be the mapσE : ∂E≥1 → ∂E given by
σE(x1x2x3 · · ·) = x2x3 · · · for x1x2x3 · · · ∈ ∂E≥2 andσE(e) = r(e) for e∈ ∂E∩E1. For
n ≥ 1, we letσn

E be then-fold composition ofσE with itself. We letσ0
E denote the

identity map on∂E. Thenσn
E is a local homeomorphism for alln∈ N. When we write

σn
E(x), we implicitly assume thatx∈ ∂E≥n.
Thegraph groupoidof a countable directed graph is the locally compact, Hausdorff,

étale topological groupoid

GE = {(x,m−n,y) : x,y∈ ∂E, m,n∈ N0, andσm(x) = σn(y)},

with product(x,k,y)(w, l ,z) := (x,k+ l ,z) if y=w and undefined otherwise, and inverse
given by(x,k,y)−1 := (y,−k,x). The topology ofGE is generated by subsets of the form
Z(U,m,n,V) := {(x,k,y)∈ GE : x∈U, k= m−n, y∈V, σm

E (x) = σn
E(y)} wherem,n∈

N0, U is an open subset of∂E≥m such that the restriction ofσm
E toU is injective, andV

is an open subset of∂E≥n such that the restriction ofσn
E toV is injective, andσm

E (U) =
σn

E(V). The mapx 7→ (x,0,x) is a homeomorphism from∂E to the unit spaceG 0
E of GE.

There is a∗-isomorphism from theC∗-algebra ofGE to C∗(E) that mapsC0(G
0
E) onto

D(E) (see [5, Proposition 2.2] and [12, Proposition 4.1]), and a∗-isomorphism from
the Steinberg algebraAR(GE) of GE to LR(E) that maps spanR{1Z(Z(µ),0,0,Z(µ)) : µ ∈E∗}
ontoDR(E) (see [4, Theorem 2.2] and [7, Example 3.2]).

3. THE RESULT

Theorem 1. Let E and F be countable directed graphs. Then the following are equiva-
lent.

(1) The Leavitt path algebras LZ(E) and LZ(F) of E and F overZ are∗-isomorphic.
(2) There is a∗-isomorphismπ : LZ(E)→ LZ(F) such thatπ(DZ(E)) = DZ(F).
(3) There is a∗-isomorphismφ : C∗(E)→C∗(F) such thatφ(D(E)) = D(F)
(4) The graph groupoidsGE andGF are isomorphic as topological groupoids.
(5) There is a∗-isomorphismπ : LZ(E)→ LZ(F) and a homeomorphismκ : E∞ →

F∞ such thatπ(d)(y) = d(κ−1(y)) for y∈ F∞ and d∈ D(E).
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Remark 2. It follows from [5] that the following two conditions are equivalent and
implied by (3) and (4).

(6) The pseudogroupsPE andPF introduced in [5, Section 3] are isomorphic.
(7) E andF are orbit equivalent as in [5, Definition 3.1].

It also follows from [5] that ifE andF both satisfy condition (L), then (6) and (7) imply
(3) and (4). Thus, ifE andF both satisfy condition (L), then (1)–(7) are all equivalent.

As in [10], we say thatp ∈ LZ(E) is a projection if p = p∗ = p2. For the proof of
Theorem 1 we need the following generalisation of [10, Theorem 5.6].

Proposition 3. Let E be a directed graph. If p∈ LZ(E) is a projection, then p∈DZ(E).

Proof. This proof is inspired by the proof of [10, Proposition 4.2] which is due to Chris
Smith.

For µ,ν ∈ E∗, we shall writeµ ≤ ν to indicate that there is anη ∈ E∗ such that
µη = ν, andµ < ν to indicate thatµ ≤ ν andµ 6= ν.

SinceLZ(E) = spanZ{αβ ∗ : α,β ∈ E∗}, it follows that there are finite subsetsA,B
of E∗ and a family(λ(α,β ))(α,β )∈A×B of integers such that

p= ∑
(α,β )∈A×B

λ(α,β )αβ ∗.

By repeatedly replacingαβ ∗ by ∑e∈r(α)E1 αee∗β ∗ if necessary, we can assume that

there is ak such thatB ⊆ Ek∪{µ ∈ E∗ : |µ| < k andr(µ) ∈ E0
sing}. We can also, by

letting some of theλ(α,β )s be 0 if necessary, assume thatB⊆ A. We have thatαβ ∗ = 0
unlessr(α) = r(β ). Forβ ∈ B, let Aβ := {α ∈ A : r(α) = r(β )}. We shall also assume
that if β ∈ B, then there is a least oneα ∈ Aβ such thatλ(α,β ) 6= 0 (otherwise we just
removeβ from B). We claim thatλ(α,β ) = 0 for all (α,β ) ∈ A×B with α ∈ Aβ \{β},
and thatλ(α,β ) = (−1)mβ for all β ∈ B wheremβ is the number ofβ ′s in B such that
β ′ < β .

Let B′ = {β ∈ B : λ(α,β ) = 0 for all α ∈Aβ \{β} andλ(β ,β ) = (−1)mβ }, and suppose
B′ 6= B. Chooseβ ∈ B\B′ such thatβ ′ < β for no β ′ ∈ B\B′. Let

Fβ = {e∈ r(β )E1 : βe≤ β ′ for someβ ′ ∈ B\{β}}

and

γβ = β −β ∑
e∈Fβ

ee∗

(Fβ = /0 andγβ = β unless|β | < k andr(β )E1 is infinite). Thenγ∗β β ′ = 0 for β ′ ∈ B

unlessβ ′ ≤ β .
Sincep= p∗p, it follows that

(a) γ∗β pγβ = γ∗β p∗pγβ .
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Recall thatLZ(E) isZ-graded. The degree 0 part of the left-hand side of (a) is

(b) ∑
β ′∈B≤β

λ(β ′,β ′)

(

r(β )− ∑
e∈Fβ

ee∗
)

whereB≤β := {β ′ ∈ B : β ′ ≤ β}, and the degree 0 part of the right-hand side of (a) is

(c)





(

∑
β ′∈B<β

λ(β ′,β ′)

)2

+2 ∑
β ′∈B<β

λ(β ′,β ′)λ(β ,β )+ ∑
α∈Aβ

λ 2
(α,β )





(

r(β )− ∑
e∈Fβ

ee∗
)

whereB<β := {β ′ ∈ B : β ′ < β} (we are using here thatλ(α,β ′) = 0 for β ′ ∈ B<β and
α ∈ A\{β ′}).

Supposemβ is even. Then∑β ′∈B<β λ(β ′,β ′) = 0 (becauseλ(β ′,β ′) = (−1)m′
β for each

β ′ ∈ B<β ). Since (b)= (c), it follows thatλ(β ,β ) = ∑α∈Aβ
λ 2
(α,β ). The fact that the

λ(β ,β )s are integers, means that we must have thatλ(α,β ) = 0 for α ∈ Aβ \ {β} and
λ(β ,β ) = 1 (recall thatλ(α,β ) 6= 0 for at least oneα ∈ Aβ ), but this contradicts the as-
sumption thatβ /∈ B′.

If mβ is uneven, then∑β ′∈B<β λ(β ′,β ′) = 1, so it follows from the equality of (b) and

(c) that 1+2λ(β ,β )+∑αβ∈Aλ 2
(α,β ) = 1+λ(β ,β ) from which we deduce thatλ(α,β ) = 0

for α ∈Aβ \{β} andλ(β ,β ) =−1, and thus thatβ ∈B′. So we also reach a contradiction
in this case.

We conclude that we must have thatB′ = B, and thus thatλ(α,β ) = 0 for all (α,β ) ∈
A×B with α ∈Aβ \{β}. Sinceαβ ∗=0 forα /∈Aβ , it follows thatp=∑β∈Bλ(β ,β )ββ ∗ ∈
DZ(E). �

Corollary 4. Let E and F be directed graphs andπ : LZ(E)→ LZ(F) a∗-homomorphism.
Thenπ(DZ(E))⊆ DZ(F).

Proof. The proof is similar to the proof of [10, Proposition 6.1]. Let µ ∈ E∗. Then
π(µµ∗) is a projection, so it follows from Proposition 3 thatπ(µµ∗) ∈ DZ(F). Since
DZ(E) = spanZ{µµ∗ : µ ∈ E∗}, it follows thatπ(DZ(E))⊆ DZ(F). �

Proof of Theorem 1.It is obvious that (5) implies (1). The implication(1) =⇒ (2)
follows directly from Corollary 4. The equivalence of (3) and (4) is proved in [5].

Next, we shall prove that(2) =⇒ (3). We shall closely follow the proof of [10,
Lemma 3.5]. Letπ : LZ(E)→ LZ(F) be a∗-isomorphism such thatπ(DZ(E))=DZ(F).
As in the proof of [2, Theorem 4.4],π extends to a∗-isomorphismφ : C∗(E)→C∗(F)
satisfyingφ ◦ ιLZ(E) = ιLZ(F) ◦π . If µ ∈ E∗, then

φ(sµs∗µ) = φ(ιLZ(E)(µµ∗)) = ιLZ(F)(π(µµ∗)) ∈ ιLZ(F)(DZ(F))⊆ D(F).

SinceD(E) is generated by{sµs∗µ : µ ∈ E∗}, it follows thatφ(D(E)) ⊆ D(F). That
φ(D(F))⊆ D(E) follows in a similarly way. Thusφ(D(E)) = D(F).

Finally the proof of(2) =⇒ (1) in [4, Theorem 5.3] also works whenE andF are
not row-finite or have sinks, so this gives us(4) =⇒ (5). �
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