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The relativistic dynamics of electronic excitations in two-dimensional Dirac materials such as
graphene and the surface states of topological insulators gives rise to superb electronic properties
relevant to a wide range of applications and fundamental questions in condensed matter physics.
Graphene is a robust material for spintronics owing to its weak spin-orbit and hyperfine interaction,
while the surface states of topological insulators exhibit a spin-momentum locking that opens up
the possibility for controlling the spin degree of freedom in the absence of external magnetic fields.
Nanostructures made of these materials are also viable in quantum computing applications involving
the superposition and entanglement of individual charge and spin quanta. In this article, we review
recent developments towards confining and manipulating charges in nanostructures fabricated from
both graphene and topological insulators. We first focus on transport in graphene nanoribbons
and quantum dots fabricated on SiO2 substrates and more recently on hexagonal boron nitride
substrates in order to reduce the bulk disorder. In the second part of this article, we extend our
discussion to topological insulators (TIs). After a brief review of bulk TI properties, we review recent
developments in the fabrication and understanding of electronic properties of TI nanostructures.
Finally, we outline how future work geared towards developing qubits in Dirac materials.

1. INTRODUCTION

Since the 1960s, the density of components on Sili-
con chips has doubled every 18 months or so, a trend
named Moore’s law after the prediction from Intel’s co-
founder Gordon Moore. Silicon-based transistor manu-
facturing has now reached the sub-10nm scale, heralding
the limit of Moore’s law and stimulating the development
of alternative switching technologies and host materials
for processing and storing bits of information. Quantum
bits, or ’qubits’, are at the heart of quantum computing,
an entirely different paradigm which encodes information
using superposition states of individual quanta. Ideally,
one wishes to use a single electron transistor (SET) or
quantum dot (QD) to manipulate single electron spin
as a building block for more complicated computing de-
vices. In order to reach this goal, tremendous efforts
have been poured into studying the transport properties
of QDs made from semiconductors such as GaAs and sil-
icon, and more recently graphene and other 2D materials
[1–6]. While the high mobility of GaAs enabled the rapid
development of spin qubits [7], the heavy atomic weight
of gallium and arsenide atoms limits the spin relaxation
time, which makes it less ideal for upscaling. Silicon QDs
do not suffer from the heavy atomic weight and have
shown a long enough spin relaxation time [8], but the mo-
bility is limited by its doping mechanism. While research
on these materials is still ongoing, graphene has attracted
significant attention for its relativistic bandstructure and
strictly two-dimensional (2D) nature [9]. The weak spin-
orbit interaction and hyperfine effect in carbon atoms has
made graphene a promising candidate for making spin-
tronic devices and spin qubits [10]. The recent boom
in activity focusing on graphene has stimulated interest

in many other 2D materials for their distinct bandstruc-
tures. These 2D layers can be integrated into lateral or
vertical 2D heterostructures, resulting in versatile elec-
tronic properties [11]. In particular, hexagonal boron
nitride (hBN), an insulator with the same lattice struc-
ture as graphene, is an ideal substrate for preserving the
high mobility of carriers in pristine graphene [12–16], and
can be used as a smooth tunnel barrier for vertical tun-
neling devices [17–19]. 3D topological insulators exhibit
surface states whose excitations share similarities with
Dirac fermions in graphene, but with real - rather than
pseudo - spin locked to the quasimomentum. They hold
promise for dissipationless spintronics and for operating
quantum devices in the absence of an external magnetic
field [20–22]. In this paper, we review the quantum trans-
port properties of graphene and 3D TI nanodevices. We
will start from graphene nanostructures that exhibit QD
behavior, such as nanoribbons, single quantum dots and
double quantum dots fabricated on Si/SiO2 substrate.
We will then review the more recent progress in which
they are fabricated on hBN. In the last part, we will de-
scribe nanodevices that are fabricated from topological
insulators, such as Bi2Se3 nanowires and single quantum
dots. Finally, we will address future directions yet to be
explored for novel qubits based on 2D Dirac materials.

2. GRAPHENE NANOSTRUCTURES ON SIO2/SI
SUBSTRATE

2.1. Graphene Nanoribbons

Graphene is a monolayer of carbon atoms packed into a
two-dimensional honeycomb lattice. Electron dispersion
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FIG. 1: (a) Conductance through the nanoribbon (shown in insert) as a function of back-gate voltage VBG, recorded with an
applied bias voltage Vbias = 300 µV and at a temperature T= 2 K. Insert: Atomic Force Microscope image of the graphene
nanoribbon (w = 85 nm, l = 500 nm) etched by O2 plasma. (b) Conductance as a function of VBG and plunger-gate voltage
VPG of another GNR device shows a variation in the slope of the Coulomb resonances (indicated by dashed lines and number).
(c) Logarithmic conductance as a function of Vbias and VBG at T= 2 K of the device shown in (a), with indication of the
extent of the transport gap ∆Vgap,BG in back gate and bias gap Egap in bias direction. (d) Zoom-in of the region of suppressed
conductance measured in (c). (e) Schematic illustration of the formation of localized states due to disorder. ∆dis characterize
the strength of the charge-neutrality point fluctuation and ∆Econ is a confinement gap induced by local constriction. ∆EF

denotes the Fermi energy spacing that transport gap has to overcome. (a, c, d) adapted with permission from ref. [23]. (b)
reproduced from K. L. Chiu, PhD-Thesis, 2012. (e) adapted with permission from ref. [24]. Copyright 2009 American Physical
Society.

of graphene in the low energy regime is linear and gap-
less, mimicking that of massless Dirac Fermions [25, 26].
The transmission of electrons in graphene is described
by a mechanism known as Klein tunneling in which they
are less subject to back-scattering by the defect poten-
tial, resulting in an excellent conductivity and mobility
of graphene field-effect devices [27–29]. While offering

advantages for sensing and analog electronics, this gap-
less bandstructure hinders graphene’s application in logic
circuits. Owing to the absence of band gap, one cannot
completely turn off the current in graphene, leading to
on/off ratios that are insufficient for switches [30]. Engi-
neering band gaps in graphene is thus a major challenge
in using graphene-based transistors in digital electron-
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ics. Theories predict that cutting graphene into one-
dimensional nanoribbons can open up a scalable band
gap Eg = α/w, where w is the nanoribbon width and
α is in the range of 0.2 eV·nm to 1.5 eV·nm, depending
on the model and the crystallographic orientation of the
edges [31, 32]. This stimulated an experimental effort to
establish whether nanostructuring graphene is a credible
route to opening a band gap. GNRs can be fabricated by
O2 plasma etching using physical masks [23, 33–36], un-
zipping carbon nanotubes [37–39], gas phase etching [40]
and functionalization [41, 42]. These devices were tested
at different temperatures for their transport properties
and the general results will be discussed below.

Fig. 1(a) shows the conductance of an O2 plasma
etched GNR [inset of Fig. 1(a)] as a function of the
voltage applied to the back-gate. This back-gate sweep
shows a typical V-shape, with a region around 0 V sep-
arating the hole- from electron-transport regime where
the conductance is strongly suppressed. In contrast to
the prediction of energy gaps in clean GNRs (i.e. with-
out considering bulk disorder and edge roughness), where
transport should be completely pinched-off, this gap ex-
hibits a large number of conductance peaks reminiscent
of Coulomb blockade resonances in quantum dots. The
nature of these resonances can be interrogated by varying
the potential of the GNR. Fig. 1(b) shows the conduc-
tance as a function of both back-gate and plunger-gate
(an in-plane gate close to the GNR) voltage within the
transport gap. The conductance resonances exhibit a
range of relative lever arms indicated by dashed lines are
present over a wide range of VBG and VPG voltage within
the gapped region. One explanation for this behavior
draws on its similarity to a series of charge islands, each
coupled to the plunger-gate through different capacitive
coupling strength (assuming the lever arm of the back-
gate to the charge islands is nearly constant all over the
GNR). More information about such localized states in
the GNR can be gleaned by measuring the differential
conductance as a function of back-gate voltage and the
voltage applied between the source and drain contacts,
as can be seen in Fig. 1(c). Within this picture, the
extent in bias voltage of the diamond-shaped regions of
suppressed current [Egap/e, see Fig. 1(c) and Fig. 1(d)]
is a direct indication of the charging energy of the dot,
which fluctuates strongly with VBG and extends to ≈ 8.5
meV. The overlapping diamonds in Fig. 1(d) resembles
the behavior of a quantum dot network [43], support-
ing the notion that multiple quantum dots form along
the GNR. The gap in Fermi energy ∆EF corresponding
to the transport gap ∆Vgap,BG can be estimated using

∆EF ≈ h̄νF
√

2πCg∆Vgap,BG/ |e|, where Cg is the back-
gate capacitance per area and νF is the Fermi velocity in
graphene [24, 44]. This leads to an energy gap ∆EF ≈
110-340 meV which is significantly larger than Egap (8.5
meV) and the band gaps ∆Econ ≤ 50 meV estimated
from calculations of a GNR with width W = 45 nm [44].

The schematic model shown in Fig. 1(e) is able to qual-
itatively explain the findings described above [24]. This
model consists of a combination of quantum confinement
energy gap (∆Econ, the intrinsic band-gap of a clean
GNR) and strong bulk and edge-induced disorder poten-
tial fluctuation (∆dis). The confinement energy ∆Econ
alone can neither explain the observed energy scale ∆EF ,
nor the dot formation in the GNR. However, superimpos-
ing a fluctuations in the disorder potential can result in
the transport blockade between localized states [for ex-
ample, dashed circles in Fig. 1(e)], in which the tunnel
barriers [see blue arrow in Fig. 1(e)] separating different
states are defined by the confinement gap. Within this
model, ∆EF depends on both the confinement energy
gap and the disorder potential fluctuation and can be
approximated using the relation ∆EF = ∆dis + ∆Econ.
∆dis can be estimated from the bulk carrier density fluc-
tuations ∆n (due to substrate disorder) using ∆dis =
h̄νF
√

4π∆n, where ∆n ≈ ±2 × 1011 is extracted from
ref. [45]. This in turns gives ∆EF = h̄νF

√
4π∆n +

∆Econ ≈ 126 meV [44], which is comparable to the ex-
perimental value. The energy gap in the bias direction
(Egap) is not directly determined by the strength of ∆EF
but rather by its spatial variation, which results in the
charge puddles with different size. One can imagine when
the Fermi energy (VBG) lies in the center of the transport
gap, the smaller localized states are more likely to form,
giving rise to larger charging energy (larger Coulomb di-
amonds). On the other hand, when the Fermi energy is
tuned away from the charge-neutrality point, the size of
the relevant diamonds gets generally smaller due to the
merging of individual puddles. Although the localized
states in graphene constrictions pose additional compli-
cations, they can readily be used as tunable tunneling
barriers for transport measurements in graphene quan-
tum dots. While a large number of works have been
reported in the field on GNRs, in this review we will
focus more on the graphene SET using GNRs as tun-
nel barriers. More information of GNRs can be found
in Ref. [46]. In the next section, we will introduce the
transport properties of graphene nanstructures made of
isolated graphene islands as QDs and GNRs as tunnel
barriers.

2.2. Electronic and Magnetic Properties of
Graphene Single Quantum Dots

Owing to the expected long spin relaxation time,
graphene quantum dots (GQDs) - small islands of con-
fined charge - are considered to be a viable candidate for
making spin qubits and spintronic devices [10]. Over the
past decade GQDs have proven to be a useful platform
for confining and manipulating single electrons [2, 3, 47–
52]. GQDs can be formed by etching isolated islands
connected to source and drain graphene reservoirs via
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FIG. 2: (a) Atomic Force Microscope image of a graphene
single quantum dot (≈ 50 nm wide and ≈ 80 nm long) etched
by O2 plasma. (b) Scanning Electron Micrograph of a sus-
pended bilayer GQD device. Bilayer graphene (highlighted
by red line) is suspended between two electrodes below local
top gates. Scale bar, 1 µm. (c) Source-drain conductance
as a function of back-gate voltage VBG at bias Vb = 4 mV
measured from the device shown in (a). (a, c) adapted with
permission from ref. [3]. Copyright 2009 American Physical
Society. (b) adapted with permission from ref. [54]. Copy-
right 2012 Nature Publishing Group.

nanoconstrictions that are resistive enough to act as tun-
nel barriers [2, 3, 47]. An example of such a device is
shown in Fig. 2(a), in which in-plane graphene side and
plunger gates (SG1, SG2, PG) are used to locally tune
the potential of the tunnel barriers and the 50 nm diam-
eter dot, while the doped-silicon back-gate (BG) is used
to adjust the overall Fermi level. Another way to de-
fine a GQD is to induce a band-gap in bilayer graphene
by an electric field perpendicular to the layers, in this
way charges are confined in an island defined by top
gate geometry [53, 54]. Such a structure can be seen
in Fig. 2(b), where a bilayer graphene is suspended be-
tween two Cr/Au electrodes and sits below suspended
local top gates that are used to break interlayer sym-
metry. Graphene quantum dots can also be formed from
the disorder potential [55, 56], strain engineering [57] and
gated GNRs [50], in which Coulomb blockade regime can
be observed.

Fig. 2(c) shows the back-gate sweep (conductance as a
function of back-gate voltage) of the device shown in Fig.
2(a). The measurement shows a transport gap ranging
from 0 ≤ VBG ≤ 10 V, in which current is suppressed
except for multiple sharp Coulomb resonances, separat-
ing hole- from electron-transport regime. The transport
gap resulting from the GNR tunnel barriers can be lifted
using the side-gate voltage. Fig. 3(a) shows the current
measurements of another GQD (diameter ≈ 180 nm) as
a function of its side-gate voltages VSG1 and VSG2 at a

fixed back-gate voltage within the transport gap. There
is a cross-like region of suppressed current separating four
large conductance regions, which correspond to different
doping configurations labeled as NN, NP, PP and PN at
the corners of the diagram, respectively. For example,
keeping VSG1= -20 V constant and sweeping VSG2 from -
20 V to +20 V keeps constriction 1 in the p-doped regime
whereas constriction 2 is tuned from p-doped to n-doped
(PP to PN transition). In order to observe single electron
transport, it is necessary to operate in a region of gate
space where both tunnel barriers are resistive (i.e., within
the center of the cross-like current suppressed regime).
Fig. 3(b) shows the case with the Fermi energy located
at the edge of the transport gap for both constrictions
[marked by the white square in Fig. 3(a)]. The measure-
ment shows broaden vertical and horizontal resonances
[white and yellow dashed lines in Fig. 3(b)], which cor-
respond to resonant transmission through the localized
states in the left and right constrictions, tuned with the
respective side-gate. The fact that those lines are almost
perfectly vertical and horizontal indicates that the side-
gate only influences the adjacent constriction. A closer
inspection of Fig. 3(b) shows a series of diagonal lines
(indicated by arrows) which correspond to the Coulomb
blockade resonances from the central quantum dot, where
both side gates are expected to have a similar lever arm.
These 0D Coulomb resonances can be unambiguously re-
solved as a series of well-defined and regular peaks, as
shown in Fig. 3(c), by sweeping a plunger gate voltage
VPG with sides gates fixed at VSG1 = 5.67 V and VSG2

= 2.03 V [the white cross in Fig. 3(b)]. A charge sta-
bility measurement of these resonances further confirms
their origin, in which a charging energy EC ≈ 3.2 meV
is extracted from the vertical extent of the Coulomb dia-
monds shown in Fig. 3(d), in reasonable agreement with
the dot diameter [58]. In the following sections, we focus
on GQDs whose 0D energy spectrum has been explored
in the presence of perpendicular and in-plane magnetic
fields.

2.2.1 Electron-hole crossover in perpendicular
magnetic field

The energy spectrum of a quantum dot in 2DEG sys-
tem in the presence of a magnetic field is typically solved
using a single particle approximation with a parabolic
confinement potential [59, 60]. Such a spectrum is called
the Fock-Darwin diagram which describes how 0D levels
evolve with respect to an applied perpendicular magnetic
field in a radially symmetric quantum dot. In graphene
quantum dots, the Fock-Darwin spectrum is notably dif-
ferent compared to the 2DEG case owing to the existence
of a Landau level (LL) at zero energy, which does not
shift in energy with increasing magnetic field [61, 62].
The unique linear band dispersion of graphene together
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FIG. 3: (a) Current through a GQD (diameter ≈ 180 nm) as a
function of two side-gate voltages VSG1 and VSG2. (b) Current
as a function of VSG1 and VSG2 in the range indicated by the
white square in (a). (c) Current as a function of plunger
gate voltage VPG at VSG1 = 5.67 V and VSG2 = -2.033 V
[the white cross in (b)]. (d) Coulomb diamonds associated
with the Coulomb resonances in (c). Adapted with permission
from ref. [58].

with quantum confinement results in an electron-hole
crossover in GQD’s magneto-transport [3, 48]. Fig. 4(a)
shows a tight-binding simulated Fock-Darwin spectrum
of a 50 × 80 nm graphene QD, where a constant charg-
ing energy EC=18 meV have been added to each single-
particle level spacing (≈4 meV in average). Several key
features seen from the spectrum are summarized in the
following. At low B-field, the 0D levels fluctuate but
stay at roughly the same energy, as can be seen in the
regime I of Fig. 4(a). This fluctuating Coulomb blockade
resonances at low B is due to the continuously crossing
of different unfilled states with different n and m, where
n is the radial quantum number and m is the angular
momentum quantum number. This situation changes
when the second lowest LL is full, at which point the lev-
els show a kink (regime II) indicating that the electrons
(or holes) start to condense into the lowest Landau level
(E0), and the B-field onset of this kink increases with in-
creasing number of particles in the quantum dot. Beyond
this B-field, the levels tend to move towards the charge-
neutrality point (regime III), meaning the hole levels
move to higher energies while the electron levels move
to lower energies. At large enough B-field, eventually
the levels stop moving and stay roughly at the same en-
ergy again (regime IV), indicating the full condensation
of electrons/holes into the lowest LL. The Fock-Darwin
spectrum of the GQD in Fig. 2(a) has been studied ex-
perimentally by tracking the position of Coulomb peaks
under the influence of perpendicular magnetic field, as
shown in Fig. 4(b). Comparing the numerical data and
the measurement [Fig. 4(a) and (b)] one can find the

same qualitative trend of states running toward the cen-
ter (E0). The arrows in Fig. 4(b) indicate the kinks be-
yond which all the levels start to fall into the lowest Lan-
dau level. These kinks in the magnetic-field dependence
of Coulomb resonances can be used to identify the few-
carrier regime in graphene quantum dots. The opposite
energy shift for electrons and holes in the Fock-Darwin
spectrum also provides a method to estimate the charge
neutrality point in GQDs [48], but the precise first elec-
tron to hole transition is difficult to identify. This can be
attributed to the formation of localized states near the
Dirac point, which exhibit a weak magnetic-field depen-
dence that alters the spectrum. It is also worth noting
that the parasitic magnetic resonances in the tunnel bar-
rier GNRs can also alter the magnetotransport in the
GQD [48], which complicates a direct comparison with
the simulated Fock-Darwin spectrum.

2.2.2 Zeeman splitting of spin states in in-plane
magnetic field

Perpendicular magnetic fields strongly affect the com-
ponent of the electron wavefunctions in a QD, resulting
in the Fock-Darwin spectrum. In-plane magnetic fields,
on the other hand, leave the orbital component unaf-
fected, making it possible to explore Zeeman splitting of
QD [49, 63, 64]. It is critical to perfectly align the sample
plane to the magnetic field to reduce the perpendicular
components, which can be technically difficult. However,
this problem can be minimized if one can analyze spin
pairs, i.e. two subsequently filled electrons occupying
the same orbital state with opposite spin orientation. In
this case, the orbital contributions can be significantly
reduced by subtracting the positions of individual peaks
sharing the same orbital shift in perpendicular magnetic
field. Potential spin pairs can be identified by tracking
the evolution of two subsequent Coulomb peaks with in-
creasing perpendicular magnetic field, as shown in Fig.
5(a). For example, the lowest two peaks (B1 and B2) and
the following two (B3 and B4) are identified as potential
spin pairs due to their similar peak evolution. Fig. 5(b)
shows a measurement of the same peaks in Fig. 5(a) but
with increasing in-plane magnetic fields after the sample
is carefully rotated into an orientation parallel to the ap-
plied B-field. The peaks show a small energy shift with
in-plane B-field, indicating the orbital effect is negligible.
In order to analyze the movement of the peaks in more
details, Fig. 5(c) show the fit of the data selected from
Fig. 5(a) and (b), in which two adjacent peaks (a spin
pair) are plotted with suitable offsets in Vpg such that
pairs coincide at B=0 T. As can be seen from the left
panel of Fig. 5(c), the orbital states of each pair have
approximately the same B⊥ dependence, hence spurious
orbital contributions (from slight misalignment) to the
peak spacing in B|| are limited, resulting in a resolvable
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FIG. 4: (a) The Fock-Darwin spectrum of a 50 × 80 nm GQD calculated by assuming a constant charging energy and spin
degenerate states. The dashed line (regime II) indicates filling factor ν=2 above which all eigenstates continuously evolve into
the zero-energy Landau level. The captions I-IV denote different regimes mentioned in the content. (b) Coulomb peak position
as a function of perpendicular magnetic field, measured from the device shown in Fig. 2(a). The arrows indicate the filling
factor ν=2 kinks. Adapted with permission from ref. [3]. Copyright 2009 American Physical Society.

Zeeman splitting [the right panel of Fig. 5(c)]. The en-
ergy scale of the Zeeman splitting for the spin pairs in
Fig. 5(c) and for two additional peak spacings [A3-A4
and A5-A4, not shown in Fig. 5(c)] are plotted in Fig.
5(d). One can see the spin pairs with antiparallel spin
(ex: A2-A3, A4-A5) follow the expected Zeeman split-
ting while the spin pair with parallel spin (A3-A4) has
no Zeeman splitting. Apart from the slight deviation of
B2-B1, all pairs with antiparallel spin in Fig. 5(d) fol-
low the relation ∆EZ=±|g|µBB and a g-factor value of
approximately 2 can be extracted.

Over the last decade GaAs-based QDs have allowed
spin properties to be examined using single spin prepa-
ration, manipulation and read-out [7]. Although the
0D states in GQD have shown the ability to store spin,
spin-related transport such as Kondo-effect [65] and spin
blockade [66] have not been observed in graphene quan-
tum dots so far. This might be attributed to the coupling
of spins on the GQD with the magnetic edge states in the
GNR tunnel barriers. We will address this issue again in
section 2.3 and propose a new type of device to circum-
vent this problem in chapter 5. In the next section, we
will look at charge relaxation dynamics in GQDs.

2.2.3 Charge relaxation measurements

Pulsed gating technique, in which a radio-frequency
(RF) voltage is applied to the gates, is a powerful way
to manipulate electron spin and to study the spin relax-

ation time in 2DEG quantum dot systems [7]. When this
technique is applied to GQDs, it can be used to investi-
gate excited states (ESs) and relaxation dynamics via
pulsed-gate transient current spectroscopy [47, 67]. In
these measurements, a rectangular pulse with a duration
T [inset in Fig. 6(a)] is applied on top of a DC volt-
age (VPG) to the plunger gate located in the vicinity of
the GQD. If the frequency of the pulse is low (2/T≤ΓR,
ΓL, where ΓR(L) is the tunneling rates of the right (left)
barrier), the square-wave modulation of the gate voltage
results simply in the splitting of the Coulomb resonance
into two peaks. Fig. 6(a) shows such a behavior when
pulses with increasing amplitude (from bottom to top)
are applied to the plunger gate. These peaks [labeled A
and B in Fig. 6(a)] result from the QD ground state (GS)
entering the bias-window at two different values of VPG,
one for the lower pulse-level (A) and one for the upper
one (B). The situation changes dramatically at higher
frequencies (2/T≥ΓR, ΓL) as shown in the bottom panel
of Fig. 6(b), where the splitting is broadened due to the
reduced electron tunneling probability set by T (black
dashed line), and a number of additional peaks appear
due to transient transport through QD excited states (red
dashed line). Each of these additional resonances corre-
sponds to a situation in which the QD levels are pushed
well outside the bias-window in the first half of the pulse
[Fig. 6(b), top left panel], and then brought into a posi-
tion where transport can occur only through the ESs in
the second one [Fig. 6(b), top middle panel]. While the
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FIG. 5: (a) Coulomb peaks as a function of perpendicular
magnetic field recorded at Vb=100 µV, measured from the
device shown in Fig. 2(a). (b) The same Coulomb peaks in
(a) but measured in parallel (in-plane) magnetic field. (c)
Comparing the evolution of three peak pairs in perpendicular
(left) and parallel (right) magnetic field. The peak positions
are extracted by fitting the data in (a) and (b), and are offset
in VPG voltage such that the pairs coincide at B=0 T. (d)
Peak spacing as a function of in-plane magnetic field for the
three pairs in (c). The dashed lines represent the Zeeman
splitting ∆EZ=±|g|µBB for a g-factor |g|=2. Adapted with
permission from ref. [49]. Copyright 2010 American Physical
Society.

ES lie within the bias-window, an electron occupying the
GS (either because of tunneling from the leads or relax-
ation from the ES) will block the current. Therefore, the
additional resonances can be resolved in the DC-current
measurements only if the frequency of the pulse is higher
than the characteristic rate γ of the blocking processes.
As both tunneling and ES relaxation lead to the occupa-
tion of the GS, γ is approximately given by γ≈Γ+1/τ ,
where Γ is the tunneling rate from lead to dot and τ is
the intrinsic relaxation time of the ES. Since the lowest
frequency at which signatures of transport through ESs
emerge provides an upper bound for γ while Γ can be
determined by the peak current through the dot. This
in turn gives a lower bound τ ≥ 78 ns for the charge
relaxation time of the QD ES. The observed relaxation
timescale is related to the lifetime of charge excitations,
which is limited by electron-phonon interaction [47]. The
fact that it is a factor 5-10 larger than III-V QDs [68–70]
perhaps indicates that the electron-phonon interaction in
sp2-bound carbon is weaker due to the absence of piezo-
electric phonons.

In this section we have reviewed the transport prop-
erties of graphene single quantum dots on SiO2 in the
Coulomb blockaded regime. The Fock-Darwin spectrum

FIG. 6: (a) Current through the dot at VSD=1.5 mV while
applying a 100-kHz pulse. Different lines (from bottom to
top) correspond to VPP being varied from 0 to 1.4 V in steps
of 50 mV. Inset: Sketch of the pulse scheme employed in the
measurements presented in this figure. Low and high pulse-
level are labeled A and B, and T is the period of the pulse. (b)
Top panel: Schematic of transport via GS, ES and, on the left,
of a possible initialization stage. Bottom panel: Measurement
similar to the ones shown in (a), but with a higher frequency
of 8 MHz. VPP is varied from 0 to 2 V in steps of 25 mV
(from bottom to top). Adapted with permission from ref.
[47]. Copyright 2013 Nature Publishing Group.

in perpendicular magnetic field and the spin states in-
plane magnetic field were both studied, as well as the
charge relaxation dynamics in GQD’s excited states. In
the next section, we will review double quantum dots
made of graphene.

2.3. Electronic Properties of Graphene Double
Quantum Dots

Graphene double quantum dots (GDQDs) are formed
when two graphene islands are located close enough such
that they are capacitively coupled to each other and sep-
arately coupled to adjacent gates. Double quantum dots
(DQDs) in a wide range of semiconductors are a model
system for investigating the spin dynamics of electrons
[7, 71–74]. For example, spin-to-charge conversion us-
ing Pauli spin blockade and spin decoherence time mea-
surements, were pioneered in GaAs, and later realized
in carbon nanotube and silicon DQDs [7, 8, 66, 75–78].
Graphene has been predicted to be particularly suitable
for making spin-based qubits due to the weak spin-orbit
interaction and hyper-fine effect [10], which should lead
to a long spin relaxation time. However, spin blockade
has not been found in GDQD systems so far [50, 51, 79–
83]. It has been reported that the spin relaxation time
in monolayer graphene ranges from 100 ps to 2 ns, sig-
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nificantly shorter than theories predicted [84–88]. Two
mechanisms were proposed to explain this observation.
One involves local magnetic moments, which enhances
spin relaxation due to resonant scattering of electrons
off magnetic moments. Nonmagnetic adatoms, organic
molecules, vacancies, or spin-active edges are the possible
sources [89]. The other is related to the interplay between
spin and pseudospin quantum degrees of freedom when
disorder does not mix valleys [90]. Due to these mech-
anisms, electrons spin in GDQDs can be flipped quickly
and lift the spin blockade. Despite the failure in manip-
ulating single electron spins in such a system, control of
confined charges in GDQD can still be achieved, includ-
ing gate-tunability of interdot coupling [50, 51, 82, 91]
and charge pumping [52], which are introduced in the
following sections.

2.3.1 Gate tunable interdot coupling in GDQDs

GDQDs can be fabricated lithographically by O2

plasma etching out of a graphene flake or by defining
the potential landscape using top gates on an etched
GNR [50, 51, 79–82]. Fig. 7(a) shows an AFM image
of an etched GDQD device on SiO2/Si substrate. Two
plunger gates VGR(GL) are used to tune the energy levels
in QDR(L) while three side gates (VCL,GC,CR) are used
to tune the tunnel barriers. Fig. 7(b) shows the cur-
rent through the device as a function of VGR and VGL
at Vb= 500 µV, in which a honeycomb-like charge sta-
bility pattern typical for a double quantum dot device
can be seen. In this low bias regime, transmission is
only possible within small areas (known as triple points)
in the stability diagram where the levels of two dots
are aligned with a small bias window. When the ap-
plied bias is large, the current flow is possible over a
wider range in gate space, resulting in current measured
in the bias-dependent triangle-shaped regions (known
as bias triangles) as shown in Fig. 7(c). The dimen-
sions of bias triangle allow the determination of the con-
version factors between gate voltage and energy. The
charging energies for the left dot ELC=αL·∆VGL=13.2
meV and for the right dot ERC=αR·∆VGR=13.6 meV
are obtained using the voltage-energy conversion factor
αL(R)=eVb/δVGL(GR) extracted from the bias triangle in
Fig. 7(c). The interdot coupling energy can also be de-
termined from the splitting of the triangles [Fig. 7(c)]:
EmC =αL·∆V mGL=αR·∆V mGR=2.2 meV. It is possible to
modulate the interdot coupling strength by changing the
voltage applied to the central gate voltage VGC . The in-
set in Fig. 7(d) shows examples of two charge stability
diagrams recorded with exactly the same parameters, ex-
cept for the voltage applied to the central plunger gate.
This is also shown in Fig. 7(d) where the interdot cou-
pling energy EmC extracted from the data is plotted as a
function of VGC . This oscillating behavior has been re-

FIG. 7: (a) Atomic Force Microscope image of a graphene
double quantum dot (GDQD) etched by O2 plasma. (b) Cur-
rent through the double quantum dot as a function of VGR

and VGL measured at a low bias voltage Vb=500 µV show-
ing the triple points. (c) The same as (b) but at a higher
bias voltage Vb=6 mV shows the bias triangles. (d) Mutual
capacitive coupling between the two dots as a function of cen-
tral plunger gate VGC . All the data points correspond to the
same triple point. Inset: Current as a function of VGR and
VGL for two different central plunger gate voltages VGC=1.9
V (left) and VGC=0 V (right). Adapted with permission from
ref. [80]. Copyright 2010 European Physical Society.

ported in three different GDQD devices before and was
attributed to resonances induced by disorder states ei-
ther in the middle GNR (connecting two dots) or in the
graphene gate itself [50, 82, 91]. Since large gate-voltage
ranges are used, the capacitive coupling of the gates to
the disorder states can add or subtract charges discretely
to these localized states, thus altering the entire envi-
ronment abruptly and unpredictably. Consequently, the
wavefunction in DQD needs to reconstruct itself, leading
to the non-monotonic changes in the inter-dot coupling
strength with gate voltage.

2.3.2 Charge pumping in GDQD

Charge pumping, which refers to a device that can
shuttle n electrons per cyclic variation of control param-
eters to give the quantised current I ≡ nef , provides
an exquisite way to link the electrical current to the el-
ementary charge e and frequency f [92–94]. Such quan-
tized charge transport can be realized when out-of-phase
RF signals are applied to the plunger gates of a dou-
ble quantum dot device [52, 95, 96]. Fig. 8(a) shows a
schematic of the measurement circuit and AFM image of
a graphene double quantum dot device used for charge
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pumping. The AC voltages VRF (t) on both plunger gates
with a phase difference ϕ between them drives the DQD
into different charge states around the triple point. When
ϕ= 90, it effectively forms a circular pump loop through
three charge states in the stability diagram: (1) loading
an electron from source reservoir into the left dot, (2)
electron transfer from left dot to the right dot and (3)
unloading an electron from the right dot to the drain
reservoir, as shown in Fig. 8(a) and (b). When a cycle
is complete, a single charge has been transferred from
source to drain reservoir and establishes a current. The
frequency f of VRF determines the value of the quantized
pumped current I=ef while the amplitude of VRF deter-
mines the size of area in gate space where pumped cur-
rent is generated. Depending on the type of triple point
that the pumping circle encloses, it generates a different
direction of current; i.e. positive current for the electron-
transport-type triple point and negative current for the
hole-transport-type triple point. Thus, if the pumping is
successful the current recorded around two nearby triple
points will present a circular shape with equal values but
different signs. Fig. 8(c) shows a direct comparison of
the locations in gate space around a pair of triple points
without RF (top) and with RF (bottom) voltages applied
to the plunger gates. If the pump loop only encloses one
triple point (green and purple loop), it results in a flat
regions, labeled P+ and P−, with a quantized pumped
current P+,−=±ef in the stability diagram. However,
when the pump loop encloses a pair of triple points (or-
ange loop), it leads to repeatedly increasing and decreas-
ing the occupancy of each QD without any net transfer
of electrons from source to drain. Thus, there is a cen-
tral region (labeled P0) where I≈0, giving rise to the
crescent shape of pumped current as shown in Fig. 8(c).
Unambiguous confirmation of quantized charge pumping
is shown in Fig. 8(d), which plots the pumped current
as a function of f with the DC gate voltages fixed at
the center of the P+ region. The oscillatory behavior is
introduced because of a frequency-dependent phase shift
in the RF circuit. The pumped current follows the quan-
tized value I=±ef over a range of frequencies up to giga-
hertz, an order of magnitude faster than the traditional
metallic pump [97]. The pumping frequency in graphene
is characterized by the RC time constant of the tunnel
barrier, where R and C are the effective resistance and
capacitance of the GNRs. The two-dimensional nature
of graphene leads to a small C and results in a large
pump frequency set by the tunnel rate of tunnel barriers
(GNRs) [52].

Up to now, we have reviewed the transport properties
of GQDs which are fabricated by E-beam lithography
and O2 plasma etching. In the next section, we review
another type of quantum dot that is defined from the
deformation of graphene membrane.

FIG. 8: (a) Atomic force micrograph of the device that shows
the gates used to generate the pumped current in a GDQD
device. An oscillating voltage VRF (t) is added to the DC
voltages VG1 and VG2. A phase difference ϕ is added to VRF

before being added to one of the gates, which describes a cir-
cular trajectory (yellow circle) shown in (b). (b) Source-drain
current as a function of VG1 and VG2 with an applied bias
≤1 µV. The trajectory (yellow) that encircles a triple point,
passing through the sequence of transitions (1)→(2)→(3) as
indicated in both (a) and (b). The insets denote different
configuration of QD’s energy level. (c) Plot showing a direct
comparison between the DC (top) and AC (bottom) current
behavior with f =12 MHz and P =-25 dBm. Regions P+,
P− and P0 refer to the positive, negative and zero pumped
current, respectively. (d) Pumped current as a function of fre-
quency at a power of P=-15 dBm. Adapted with permission
from ref. [52]. Copyright 2013 Nature Publishing Group.

2.4. Strain induced quantum confinement in
graphene

When graphene is deformed, the strain in the mem-
brane can induce a local pseudomagnetic field, which has
been reported to be as high as a real magnetic field of
300 T [98–100]. This strain-generated pseudomagnetic
fields can introduce strong quantum confinement to elec-
trons, from which a quantum dot can be formed [57].
Fig. 9(a) shows a scanning tunneling spectroscopy (STS)
setup used to study the electronic properties of such a
QD. The suspended graphene, as shown in Fig. 9(b),
is fabricated by exfoliation of graphite onto the prepat-
terned SiO2/Si substrate. Both the van der Waals forces
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FIG. 9: (a) Scanning tunneling spectroscopy (STS) setup.
(b) Scanning electron microscope image of the suspended
graphene device. (c) dI/dV gate-map spectra on the sus-
pended graphene membrane at B=0 T. (d) Same as (c) but
at B=8 T. (e) The pseudomagnetic field, calculated based
on the strain field in (d), shows a spatially alternating field
with threefold symmetry that can spatially confine carriers.
Adapted with permission from ref. [57]. Copyright 2012
American Association for the Advancement of Science.

from the STS tip and electrostatic force induced by back-
gate voltage can induce mechanical deformation in the
suspended graphene membranes, and the tunneling cur-
rent between the tip and graphene is measured simultane-
ously. The evidence for 0D behavior can be seen in Fig.
9(c) and (d), where dI/dV spectra (I is the tunneling
current) at different B-fields are measured as a function
of both tunneling bias (VBIAS) and back-gate voltage
(VGATE), with the tip position fixed at the center of the
graphene membrane. In contrast to the data measured at
B=0 T, a series of resonances with equal spacing appear
as tilted lines in the map at B=8 T, indicating electrical
tunneling to the QD energy levels and the simultane-
ous gating effect from the back-gate voltage and tip bias.
In order to provide deeper insight into the observed 0D
behavior at B=8 T, Fig. 9(e) shows the calculated pseu-
domagnetic field in the suspended membrane. The pseu-
domagnetic field (alternating between ±10 T) spatially
confines the carriers in graphene, forming clockwise and
counterclockwise orbits around the alternating peaks of
the pseudomagnetic field. However, at some areas where
the pseudomagnetic field changes sign, the pseudofield is
not strong enough to confine electrons. The overall con-
finement can be improved if an external magnetic field
is applied to block those leaky paths, resulting in a well

defined QD energy spectrum as seen in Fig. 9(d). The
charging energy extracted from the level spacing in the
gate map [see rectangle in Fig. 9(d)] varies from 11.7 to
5.3 meV. Using the capacitance model this corresponds
to a dot size ≈34 to 53 nm in diameter [57], in reasonable
agreement with the size of the estimated pseudomagnetic
field [45 nm, Fig. 9(e)], reinforcing the idea that dot is
formed using strain engineering in graphene.

In chapter 2, we have reviewed the transport proper-
ties of graphene single dots and double dots fabricated
on SiO2 substrate. We summarized the main observa-
tions with references in Table I. In the next chapter, we
review graphene nanostructures fabricated on hexagonal
boron nitride (hBN) to reduce the influence of substrate
disorder.

TABLE I. Reference with the main observations

References Main observations in graphene single
quantum dots (GSQDs)

[1] Observation of excited states

[2] Charge detection

[3, 48] Fock-Darwin spectrum in the few elec-
tron and many electron regime

[49] Zeeman splitting of spin states

[54] First suspended GQD

[53, 54, 101] Bilayer GQD defined by top gate

[47, 67] High-frequency gate manipulation on
GQD

[57] GQD defined by stain engineering

References Main observations in graphene double
quantum dots (GDQDs)

[50, 51, 80] Observation of excited states

[51] Zeeman splitting

[51, 102] Bilayer graphene double dot

[50] GDQD defined by gated-GNR

[103] Electron-phonon coupling

[82] Metal gate tuning

[52] Charge pumping

[104] Charge redistribution

3. GRAPHENE NANOSTRUCTURES ON HBN

Hexagonal boron nitride (hBN) is isostructural to
graphene but has boron and nitrogen atoms on the A
and B sublattices, leading to an insulator with a large
band gap of around 6 eV [11, 13, 105–107]. The pla-
nar nature and the ionic bonding of hBN enable it to be
cleaved into an ultra-flat sheet free of dangling bonds,
pinholes and charge traps at the surface [108]. Indeed,
the use of hBN thin films as a dielectric layer for gating
or as a flat substrate for graphene transistors has shown
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to improve the electronic transport quality of devices by
a factor of ten or more compared to the case of graphene
on SiO2 substrates [12, 14–16]. For example, Amet et al.
reported a graphene-on-hBN device exhibiting a mobil-
ity as high as 106 cm2V−1s−1, as well as narrow Dirac
peak resistance widths, indicating reduced disorder and
charge inhomogeneity [109]. In order to make clean in-
terface between graphene and hBN, a polymer-free dry
transfer technique is commonly adopted [12, 110–112].
Fig. 10(a) shows a hBN/graphene/hBN stacking made
from such a dry transfer, in which a pre-exfoliated hBN
on poly-propylene carbonate (PPC) is used as a stamp
to pick up alternating layers of graphene and BN, as il-
lustrated in Fig. 10(b). hBN has an atomic-level smooth
surface that can suppress surface ripples in graphene.
STM topographic images [Fig. 10(c)] show that rough-
ness of graphene on hBN is greatly decreased compared
to that of graphene on SiO2 substrates. While graphene
on SiO2 exhibits charge puddles with diameters of 10∼30
nanometers, the size of charge puddles in graphene on
hBN are roughly one order of magnitude larger.

Due to the similarity in lattice structure, when
graphene is stacked on hBN with a small twist angle
(≤ 5◦) it can form a superlattice [moire pattern, as
shown in Fig. 10(d)] with a wavelength ranging from
a few to 14 nm [14–16, 113]. The moire pattern of
graphene/hBN stacks can introduce minibands and a
small gap around the K points in graphene’s band struc-
ture [16]. Fig. 10(e) shows typical transfer curves for
three graphene/hBN stacking with different moire wave-
lengths, in which two extra Dirac peaks, situated sym-
metrically about the charge neutrality point (Vg=0 V),
are observed in all devices. These newly appeared Dirac
peaks result from superlattice minibands away from the
original Dirac point of graphene, as shown in the inset
of Fig. 10(e). Such hybrid band structures lend novel
transport features to graphene, for example, the discov-
ery of Hofstadter Butterfly spectrum in high magnetic
fields [14–16].

While the behavior of graphene nanostructures fabri-
cated on SiO2 is clearly influenced by localized states,
it remains an open question whether they originate pre-
dominantly from substrate disorder or edge roughness.
In the following, we review the studies of graphene nan-
odevices fabricated on hBN substrate. These devices,
with reduced substrate disorder potential, are expected
to enable the influence of substrate and edge disorder to
be studied separately.

3.1. GNRs on hBN

Graphene constrictions fabricated on hBN substrate
with micrometer and a few tens of nanometer scales have
been investigated so far [114, 115]. While the micron-
sized graphene constrictions on hBN indeed showed an

improved mobility (55000 cm2V−1s−1) and reduced dis-
order density (below 1010 cm−2), no major differences
were observed for the graphene nanoribbons, as shown
in the right panel of Fig. 11(a), compared to their coun-
terparts on silicon dioxide [114]. In both cases, electri-
cal transport is characterized by the percolation process
through localized charge puddles formed along the GNRs.
It leads to a conclusion that the edges - which are ex-
pected to be similar for reactive-ion-etched ribbons on
both SiO2 and hBN - dominate charge transport in those
long graphene nanostructures (W=80 nm, L=240 nm).
However, a new feature emerged when a relatively short
GNR (30 nm × 30 nm), as shown in the left panel of
Fig. 11(a), was studied on hBN substrate [115]. Fig.
11(b) shows the differential conductance as a function of
applied DC bias and back-gate voltage for this device.
A series of Coulomb diamonds are present in the trans-
port gap, showing the existence of localized states in the
GNR. Fig. 11(c) shows a close-up of a region highlighted
by orange rectangle in Fig. 11(b). The smallest observed
diamonds [dotted line in Fig. 11(c)] spanning about 0.1-
0.2 V in back-gate voltage corresponds to a capacitance
of 1.6-0.8 aF (CBG,loc = e/∆VBG). Employing the plate
capacitor model corrected with a factor of 1.5 for stray
fields, the area of a site of localized charge can be cal-
culated using A≈ ed

εε0∆VBG
× 1

1.5 , where ε and d are the
dielectric constant and thickness of SiO2 [115]. Surpris-
ingly, the area associated with a diamond spanning 0.1
V in back-gate, for example, is estimated to be 9000 nm2

and is ten times larger than the geometrical constriction
size ((30 nm)2). To address this observation, a tight-
binding simulation was performed to calculate the wave
function in a 30×30 nm GNR connected to 140 nm wide
graphene leads, as shown in Fig. 11(d). Note that the
random fluctuations of the boundary with an amplitude
of 2 nm is introduced to address the edge roughness. As
can be seen, states localized mostly in the constriction
(middle panel) will contribute to the Coulomb blockade
and are likely to result in wide diamonds. On the con-
trary, some states are strongly localized at an edge out-
side of the constriction (left panel) which do not con-
tribute to the transport. However, there are a number of
strongly localized states, as shown in the right panel of
Fig. 11(d), that localize along the rough edge of the con-
striction and extend along the edge also into the leads
of the device. These states are potentially responsible
for the smaller diamonds observed experimentally [Fig.
11(c)]. While the consideration of graphene leads is the
key factor for the extension of wavefunction, two condi-
tions are also crucial for this effect to be seen. One is
that the substrate disorder has to be much weaker than
the edge disorder, and the other is the edge-to-bulk ratio
of device has to be large enough for the edge to play an
important role. In the next section, a transport work on
GQD on hBN will show that the substrate is the domi-
nant source of disorder for QD size larger than 100 nm in
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FIG. 10: (a) Optical image of a multilayered heterostructure fabricated using the process illustrated in (b). (b) Schematic of
the dry-transfer technique for stacking layered materials. (c) STM topographic images of monolayer graphene on hBN (left)
and SiO2(right) showing the underlying surface corrugations. (d) Schematic of the Moire pattern formed from a graphene/hBN
stack. The Moire wavelength varies with the twist angle θ. (e) Resistance as a function of gate voltage measured from three
G/hBN devices (with different moire wavelengths), showing two extra Dirac peaks as a result of the superlattice minibands.
Inset shows the band diagram of graphene on hBN. (a, b) adapted with permission from ref. [112]. Copyright 2013 American
Association for the Advancement of Science. (c) adapted with permission from ref. [108]. Copyright 2011 Nature Publishing
Group. (d) adapted with permission from ref. [14]. Copyright 2013 Nature Publishing Group. (e) adapted with permission
from ref. [16]. Copyright 2013 American Association for the Advancement of Science.

diameter. Therefore, for wider GNRs (smaller edge-to-
bulk ratio) or GNRs on SiO2 (strong substrate disorder),
localization along the edge still happens but bulk contri-
butions are expected to dominate transport.

3.2. GQDs on hBN

Graphene quantum dots with different diameters rang-
ing from 100 to 300 nm have been fabricated on hBN
substrate for electrical investigation [116, 117]. The sizes
of the dots are close to the order of the expected size
of charge puddles in bulk graphene on hBN [108]. Fig.
12(a) shows the schematic illustration of such a device
(top panel) and atomic force micrograph of an etched
graphene QD on hBN with a diameter of 180 nm (bot-
tom panel). The QD levels are tuned by a plunger gate
(PG) while two side gate (SGR and SGL) are used to
tune the resistance of the tunnel barrier GNRs. In a
regime where the two barriers are pinched-off, the cur-
rent ISD as a function of plunger gate voltage, as shown
in Fig. 12(b), confirms that the QD is in the Coulomb
blockade regime. For a more detailed comparison be-
tween QDs resting on hBN and SiO2, the distribution of
the Coulomb-peak spacing ∆VPG, i.e., the spacing be-
tween two subsequent Coulomb peaks, are statistically
studied among different dots fabricated both on hBN and
SiO2 substrate. The normalized Coulomb peak spacings

∆VPG/∆VPG for QDs on hBN are reported as histograms
in Fig. 12(c), for QD diameter d=110 nm (left panel),
d=180 nm (middle panel) and d=300 nm (right panel)
respectively. The same type of measurements are also
performed for QDs on SiO2, and the results are sum-
marized in Fig. 12(d), where the standard deviation of
the normalized peak spacing distribution (σ) as a func-
tion of the QD diameter is presented for both hBN and
SiO2 substrate. A clear difference can be seen between
these two cases. The standard deviation for QD on hBN
shows a clear decreasing dependence from 0.16 for the
dot with d=110 nm to 0.05 for the dot with d=300 nm,
while in the case of QD on SiO2 it is independent of
d. The standard deviation σ, which can be considered
as the strength of peak-spacing fluctuations, may result
from (i) the fluctuations of single particle level spacing
∆, (ii) fluctuations of the charging energy EC (i.e., fluc-
tuations in the size of the dot), or (iii) fluctuations of
the lever arm α (i.e., the position of the dot). The sin-
gle particle level spacing in GQD is ∆(N)=h̄vF /(d

√
N),

where N is the number of charge carriers on the dot and
vF is the Fermi velocity [1]. If N is the only variable, the
single particle level spacing ∆(N) gives an upper limit
at the order of 0.03 to σ for N= 600 (the number of
peaks studied), and should be independent of the dot
size and substrate. This is not in agreement with the
data shown in Fig. 12(d) and leads to the assumption
that the main source of variability in peaks spacing re-
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FIG. 11: (a) Scanning force microscopy images of two GNR/hBN devices with different geometries. (b) Differential conductance
of device A [left panel in (a)] as a function of applied back-gate and bias voltage. (c) Closeup of a region highlighted by yellow
rectangle in (b). (d) Results for the tight-binding simulation of a 30×30 nm GNR connected to open leads of width 140 nm.
ψ in the color bar denotes the wavefunction. Each panel corresponds to an eigenstate which is localized in different area of
device. Adapted with permission from ref. [115]. Copyright 2014 American Physical Society.

FIG. 12: (a) Top panel: Schematic illustration of a graphene SET on hBN. Bottom panel: Atomic force micrograph of an
etched GQD on hBN with a diameter of 180 nm. (b) Source-drain current ISD as a function of VPG for the device shown in
(a). (c) Normalized peak-spacing distribution for GQDs on hBN with diameters of d=110 nm (left panel), d=180 nm (middle
panel), and d=300 nm (right panel). (d) Summary plot of the standard deviation σ of the normalized peak-spacing distribution
for different sized GQD on a SiO2 (rectangular data points) and hBN (triangular data points) substrate. (e) Coulomb Diamond
measurement of a GQD (d=300 nm) on hBN at a perpendicular B-field of 0 T. (f) The same measurement as (e) but at B=9
T. (a, b, c, d) adapted with permission from ref. [116]. Copyright 2013 American Institute of Physics. (e, f) adapted with
permission from ref. [117]. Copyright 2013 John Wiley and Sons.

sults from the change in the dot diameter d and the lever
arm α. The standard deviation for GQD on hBN can
be represented as σ ≈ σhBN + σedge/d ≈ 0.01 + 16/d

[nm], where σhBN represents the substrate-induced dis-
order (independent of dot size) and σedge represents the
edge-induced disorder (scale with size as the edge-to-bulk
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ratio changes). Note that both values are obtained from
the fit of the dotted line in Fig. 12(d). On the contrary,
the standard deviation for QD on SiO2 is independent
of dot size and reads σSiO2 ≈ 0.18. This suggests that
the potential landscape in the dot on SiO2 is dominated
by substrate induced disorder, while contributions due
to edge roughness, which are expected to scale with the
size of the sample, play a minor role. These values lead
to the conclusion that (i) the substrate induced disorder
in graphene QDs on hBN is reduced by roughly a factor
10 as compared to SiO2 (σSiO2=0.18 to σhBN=0.01), (ii)
edge roughness is the dominating source of disorder for
QDs with diameters less than 100 nm.

The reduced substrate disorder of GQD on hBN can
also reflect on the magneto-transport. If the magnetic
length of the electrons on the graphene QD is on the or-
der of the disorder potential length scale, the electrons
can accumulate in different charge puddles, leading to
breaking apart the dot thus changing the charging en-
ergy. However, as a result of the reduced bulk disorder,
the breaking apart for GQD on a hBN substrate is as-
sumed not to occur. Fig. 12(e)(f) show the comparison
of Coulomb diamond measurements of a d=300 nm GQD
on hBN at B=0 T and B=9 T. It can be seen by the
Coulomb diamond with a charging energy EC ≈ 3 meV
for both magnetic fields, that the QD is stable and well-
defined at 9 T, supporting the notion that the GQD is
not breaking apart in high magnetic fields.

In summary, we have reviewed the transport properties
of GNRs and single GQDs on hBN substrate. The effect
of reduced substrate disorder can be observed both in
GNRs (smaller Coulomb diamond) and GQDs (Coulomb
peak spacing fluctuating with QD’s size). However, al-
though not being reported so far, the spin related trans-
port such as spin blockade are still expected to be altered
by the edge state in the etched GNR tunnel barriers. Fur-
ther work is needed to replace the GNR with magnetic
inert tunnel barriers (such as hBN) to reduce the edge
effect and revisit the spin related physics in GQDs. In
the next chapter, we will review nanostructures made of
topological insulators, whose surface state is graphene-
like but with its own spin-texture and is promising for
realizing room-temperature spin qubit devices.

4. NANOSTRUCTURES OF TOPOLOGICAL
INSULATOR

Topological insulators (TIs) are materials with a large
band gap like ordinary insulators but have a gapless Dirac
states on the edge or surface [22]. Such surface states are
metallic and robust against disorder, as long as no mag-
netic fields or magnetic impurities break time-reversal
symmetry. The first demonstrated TI is a quantum well
structure where HgTe thin film is sandwiched between
two layers of CdTe [118]. The opposite parity of p level

and s level in HgTe compared to those in CdTe leads to a
band crossing in HgTe, from which the edge states can be
formed. The resulting 2D TI and the corresponding edge
state dispersion are illustrated in Fig. 13(a). It can be
seen from the edge dispersion that the electron with re-
versed wavevector has opposite spin polarization, so the
spin-up and spin-down electrons counter-propagate along
the edge. Such edge state resembles the Quantum Hall
edge state, in which dissipationless current flows along
the sample edge, except the edge current is now spin-
polarized and no magnetic field needs to be applied to
the sample. 3D topological insulators, such as Bi1−xSbx
and Bi2Se3, were predicted and recently identified ex-
perimentally [119–124]. Compared to 2D TIs, the edge
states now form metallic surfaces state covering the en-
tire material as shown in Fig. 13(b). Its band structure
[right panel of Fig. 13(b)] shows that electron with posi-
tive surface wavevector k has opposite spin orientation to
the electron with negative surface wavevector -k, which is
generally referred as spin-momentum locking in TIs. The
surface state in 3D TI can be viewed as Dirac fermion in
graphene but without the two-fold valley and spin degen-
eracies, and is topologically protected from backscatter-
ing by time-reversal symmetry.

Topological surface states are ideal for certain appli-
cations in low-power electronics [127] and quantum com-
puting devices [128, 129]. However, electron-transport
measurements on the TI surface states sometimes in-
volve the unavoidable residual bulk carriers. TI nanos-
tructures offer several advantages to overcome this prob-
lem and enable studying the fundamental nature of the
topological surface states. First, their large surface-to-
volume ratio greatly reduces the bulk carrier contribu-
tion in the overall electron transport. Second, TI nanos-
tructures have well-defined nanoscale morphology, ideal
for quantum interference experiments such as Aharonov-
Bohm (AB) oscillations. Third, the field-effect gating to
tune the Fermi level in TI nanostructures is relatively
easy, due to the fact that they are only tens of nanome-
ters thick. Thus, the design of nanostructures on TI is
attractive both in probing the nature of confined topo-
logical modes [130, 131] as well as the possibility of using
them as building block for quantum information applica-
tions [132, 133].

Bi2Se3 is a 3D topological insulator, in which Se-Bi-Se-
Bi-Se are bonded covalently into a quintuple layer (QL),
and a crystal is formed via van der Waals force connect-
ing each QL as shown in Fig. 13(c). Unlike Bi1−xSbx
alloy, Bi2Se3 is stoichiometric compound which can be
mechanically exfoliated from bulk at higher purity [see
Fig. 13(d)] [129, 134]. In addition, the large enough
bulk band gap (0.3 eV) equivalent to 3,600 K enables the
topological phase to be seen at room temperature [123].
Fig. 13(e) shows an angle-resolved photoemission spec-
troscopy (ARPES) measurement on Bi2Se3, where only a
single surface state with electronic dispersion almost the
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FIG. 13: (a) (Left): Schematic illustration of the metallic edge (shown in yellow) of a 2D topological insulator, in which spin-
up and spin-down electrons counter-propagate. (Right): The corresponding idealized spin-resolved band structure of the edge
states. µ denotes the Fermi level. (b) (Left): Schematic illustration of the metallic surfaces (shown in yellow) of a 3D topological
insulator. (Right): The corresponding idealized band structure of the surface states, revealing chiral lefthanded spin-texture
which is sometimes referred as spin-momentum locking. (c) Layered crystal structure of 3D topological insulators Bi2Se3. Each
layer consists of five atomic sheets (a quintuple layer, QL) and each QL is bonded together by van der Waals interactions along
the c-axis. (d) Optical micrograph of Bi2Se3 thin flakes produced by mechanical exfoliation. The overlaid numbers indicate the
number of QLs. (e) Angle-resolved photoemission spectroscopy (ARPES) measurements of surface electronic band dispersion
on Bi2Se3 along the Γ-M momentum-space cut. (f) ARPES spectrum (along the Γ-K direction) of a three QL Bi2Se3 slab
shows a gap opening in the surface states. (a, b, c, e) adapted with permission from ref. [20]. Copyright 2011 Nature Publishing
Group. (d) adapted with permission from ref. [125]. Copyright 2011 American Physical Society. (f) adapted with permission
from ref. [126]. Copyright 2010 Nature Publishing Group.

same as an idealized Dirac cone is present. In order to
induce quantum confinement in Bi2Se3, a band-gap has
to be introduced in the gapless surface states. This can
be achieved by thinning Bi2Se3 into a thin slab. The tun-
nel coupling between the top and bottom surface induces
a symmetry-breaking and creates a thickness-dependent
surface band gap [126, 135] as exampled in Fig. 13(f).
The other approach is to place magnetic materials prox-
imity to a TI, in this way the broken time-reversal sym-
metry can result in a surface band gap at the interface
[136–139]. In the following sections, we will focus on
Bi2Se3 nanostructures (including nanowires and quan-
tum dots), in which synthesis methods and their trans-
port properties will be reviewed.

4.1. Bi2Se3 nanowires

Methods for producing topological insulator nanoma-
terials can generally be categorized as bottom-up synthe-
sis and top-down exfoliation [20]. The top-down exfoli-
ation is the so-called scotch tape method, which is com-
monly used to exfoliate graphene from natural graphite.
As for the bottom-up approach, topological insulator
nanoribbons are made by Au-catalyzed vapor-liquid-solid
(VLS) growth in a tube furnace [140, 141]. In such a
growth, the source material Bi2Se3 powder is placed in
the hot center of the furnace while Si substrates coated

with 20 nm Au nanoparticles are placed in the down-
stream side of the furnace. The furnace is then heated
to high temperature in the range of 450-580 ◦C and is
kept at the high temperature for 1-5 h, followed by a
natural cool-down period. The SEM images of the as-
grown Bi2Se3 nanowires and nanoribbons are shown in
Fig. 14(a) and (b), respectively. At the warm zone of
the furnace, the growth of quasi-one-dimensional materi-
als is dominant [see Fig. 14(c), (d), (e)] while at the cool
zone the nanoribbons with lateral dimensions of several
micrometers are the dominant growth product [see Fig.
14(f)]. The use of Au nanoparticle as catalyst induces the
nucleation and growth of the nanomaterial, their pres-
ence at the end of each nanowire and nanoribbon can be
viewed as an evidence of VLS growth mechanism. The
thickness of these ribbons is roughly determined by the
size of the Au nanoparticles (few nanometers), and the
width of the ribbon varies from 50 nm to tens of mi-
crometers. Another approach to fabricate thin Bi2Se3

nanoribbons down to few nanometers is shown in Fig.
14(g), where an atomic force microscope tip is used to
sweep off the extra layers of Bi2Se3 to form a thinner
ribbon [142].

TI nanowire is ideal for studying the quantum inter-
ferences of the topological surface states due to its well-
defined nanoscale morphology. Aharonov-Bohm (AB) os-
cillations are particularly suitable to probe the surface
states since a quantum phase is introduced when surface
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FIG. 14: Scanning electron microscope (SEM) images of
Bi2Se3 nanostructures grown via VLS method. (a) SEM im-
age of Bi2Se3 nanowires grown on a warm substrate. (b) SEM
image of Bi2Se3 nanoribbons grown on a cool substrate. (c)
Nanowire grown along c-axis. (d) Nanowire grown off c-axis.
(e) Quasi-1D narrow nanoribbon. (f) Sheetlike wide nanorib-
bon. (g) Exfoliation of Bi2Se3 nanoribbons using an AFM, in
which multiple layers of the materials are knocked off by the
tip. (a, b, c, d, e, f) adapted with permission from ref. [140].
(g) adapted with permission from ref. [142]. Copyright 2010
American Chemical Society.

electrons complete a close loop along the perimeter of TI
nanowire. However, the AB oscillations in TI nanowires
in fact suggest a different type of B-filed modulation on
its electronic band structure as can be seen below. When
the surface electrons mean free path exceeds the perime-
ter of the TI nanowire, the conical band dispersion of 2D
Dirac Fermions transform into discrete 1D subbands due
to the quantum confined periodic boundary condition
along the perimeter direction. This mimics the transi-
tion from graphene to a carbon nanotube, except for the
fact that TI surface states are spintextured as shown in
Fig. 15(a). Interestingly, these 1D subbands can be pe-
riodically modulated by a magnetic flux Φ, described by
E(n, k,Φ) = ±hvF

[
k2/4π2 + (n+ 1/2− Φ/Φ0)2/L2

]
1/2,

where n is the subband index (integer), Φ0=h/e, and h
and vF are the Plank constant and Fermi velocity, respec-
tively. This 1D band dispersion gives rise to a h/e peri-
odicity in magnetoconductance oscillations and is in con-
trast to the h/2e period oscillations in metallic cylinder
conductors (known as Altshuler-Aronov-Spivak (AAS)
oscillations). Such B-field dependency comes from the
spin-momentum locking property of the TI surface elec-
trons, which adds a Berrys phase (π) to the electron wave
function when spins of the surface electrons make a 2π
rotation along the nanowire circumference. Thus, all the
1D subbands of surface electrons are gapped at zero mag-
netic field [Fig. 15(a)] but can be restored to a gapless
1D mode when the magnetic flux Φ = ±h/2e (for n =
0), ±3h/2e (for n = 1).., as shown in Fig. 15(b).

Fig. 15(c) shows a false-colored scanning electron mi-
croscope image of heterostructure nanowire that is used
to study the AB magnetocondcutance oscillations. It
consists of a Bi2Se3 core (40 nm height × 120 nm width)

and an amorphous Se shell (2 nm), which are synthe-
sized using the VLS growth as discussed before. A mag-
netic field is applied along the nanowire length to intro-
duce magnetic flux encircled by electrons moving along
perimeter of the nanowire. The AB interference measure-
ments at different applied back-gate voltages are shown in
the right panel of Fig. 15(d), while the associated Fermi
energy is indicated in the left panel. Two period oscilla-
tions at h/2e and h/e are observed, in which h/2e period
is from AAS effect (peaks at Φ = 0, ±h/2e, ±h/e..) and
h/e period is from periodic modulation of 1D subband
by magnetic flux (peaks at Φ = ±h/2e, ±3h/2e..). Note
that the AAS peaks at Φ = ±h/2e, ±3h/2e.., etc are
relatively weak compared to these at Φ = 0, ±h/e.., etc
[see topright panel of Fig. 15(d)]. The evidence for the
quantum oscillations from 1D subband model is the elec-
trical gate modulation. When the Fermi energy is far
away from the Dirac point [highlighted by blue rectangle
in Fig. 15(d)], the Fermi level crosses multiple 1D sub-
bands. The change of DOS induced by the magnetic flux
(one subband’s DOS) is much smaller than the total DOS
(entire subbands’ DOS), resulting in small oscillation am-
plitude at Φ = ±h/2e, ±3h/2e.., etc. The oscillation
amplitude at half quantum flux can be enhanced when
the Fermi energy is tuned closer to the Dirac point [high-
lighted by red rectangle in Fig. 15(d)], where the Fermi
level crosses less 1D subbands and the change in DOS
induced by the magnetic flux becomes pronounced at Φ
= ±h/2e, ±3h/2e.., etc. This gating effect on the mag-
netoconductance oscillations is even stronger in a thin-
ner nanowire (10 nm height × 50 nm width), where the
1D band gap is now large and enable to reach the Dirac
point by gating. The magnetoconductance oscillations of
this device at two different back-gate voltages are shown
in the right panel of Fig. 15(e), with the the associated
Fermi level shown in the left panel. As can be seen, when
the Fermi level is at the Dirac point (red dashed line and
red rectangle), there exists no 1D electronic state at zero
magnetic field, resulting in no peak at Φ = 0. However,
when the additional magnetic flux restores the gapped
1D band to the gapless 1D state, the oscillation peak is
found at Φ = ±h/2e. The different nature of gapped 1D
mode (Φ = 0) and gapless 1D mode (Φ = ±h/2e) can be
clearly demonstrated by gate voltage sweep as shown in
Fig. 15(f). In the case of zero magnetic flux (Φ = 0), the
resistance starts to diverge near the Dirac point (VG= -22
V) due to the gapped 1D subband. On the contrary, in
the case of Φ = ±h/2e resistance converges around the
Dirac point, indicating the Fermi level is tuned across
the gapless (helical) 1D state. A more detailed study of
the gapless state at Φ = ±h/2e revealed that it is robust
against additional impurities but can be easily destroyed
under time-reversal symmetry breaking (i.e., perpendic-
ular magnetic field) [5].
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FIG. 15: (a) Top: band structure of a topological insulator nanowire in the absence of magnetic field. The black solid lines
denote the discrete 1D subbands with spin degeneracy. Bottom: Cartoon illustrates additional π Berry’s phase from a 2 π
rotation of electrons (red to blue color transition). (b) Top: band structure of a topological insulator nanowire in a magnetic
field corresponds to Φ = ±h/2e. The gapless bands (red and blue) is not spin degenerated and is referred as 1D helical mode.
Bottom: The same as the cartoon in (a) but with Φ = ±h/2e which results in helical 1D channels (blue and red). (c) A
false-colored scanning electron microscope image of a Bi2Se3 core (40 nm height × 120 nm width) and an amorphous Se shell
(2 nm) nanowire. (d) Left: Schematic band structure of 1D modes in TI nanowires of larger perimeter (L = 300 nm) with flux
value Φ = ±h/2e. The location of Fermi level (EF ) is tuned by gating. Right: Magnetoconductance oscillations of the device
shown in (c) at four different gate voltages (from top to bottom VG= -40 V, -45 V, -85 V, -95 V). The color of rectangle is
associated with the EF on the left panel. (e) Left: Schematic band structure of 1D modes in TI nanowires of smaller perimeter
(L = 100 nm) with quantum flux value Φ = ±h/2e. Right: Magnetoconductance of another nanowire device (10 nm height ×
50 nm width) at VG = -25 V (top) and VG = -45 V (bottom). (f) Resistance (R) vs gate voltage (VG) graph from a nanowire
(10 nm height × 40 nm width), with Φ = 0 (black) and Φ = h/2e (red). Adapted with permission from ref. [5]. Copyright
2014 American Chemical Society.

4.2. Bi2Se3 quantum dots

A TI quantum dot is an interesting platform in which
single electron transport may be spin polarized and can
be used as a spin qubit. Fig. 16(a) shows an optical
micrograph of a Bi2Se3 quantum dot device. A Bi2Se3

nanoribbon with a width of 200 nm and a thickness of
7 nm was mechanically exfoliated on Si/SiO2 substrate.
In order to create quantum confinement, parts of the
Bi2Se3 nanoribbon were etched (by N2 plasma) into a
thin slab to induce a tunnel coupling between top and
bottom surfaces, and thus open a band gap. Fig. 16(b)
shows an AFM image of the nanoribbon after etching,
where the etched region with a thickness of 3-5 QLs [in-
set in Fig. 16(b)] will be contacted by Cr/Au (2 nm/28
nm) electrodes. The etched Bi2Se3 thin films act as gate-
tunable tunnel barriers, thus a quantum dot can be de-
fined between two adjacent etched regions (i.e. between
two electrodes) as shown in the inset of Fig. 16(a). Fig.

16(c) shows the differential conductance G = dI/dV as
a function of back-gate voltage Vg at zero source-drain
bias Vb = 0 for the device shown in Fig. 16(a). The cur-
rent pinch-off region at large negative Vg indicates the
n-doped Bi2Se3 thin films are tuned at the band-gap, in
which the transport is suppressed to a gap regime (Vg ≤-
24 V). Within the transport gap, quasi-periodic narrow
conductance peaks were observed, indicating the device
is operating in the Coulomb blockade regime. This could
be further confirmed by the Coulomb diamond measure-
ments, where G = dI/dV as a function of both Vg and Vb
was shown in the inset of Fig. 16(c). The diamonds with
charging energies EC ranging from 5-10 meV suggest a
variation in dot size, possibly due to the inevitable gate
modulation of tunnel barriers. The smallest charging en-
ergy 5 meV corresponds to an effective dot radius r =
113 nm if the disc plate capacitance model EC=e2/8εε0r
is used, in agreement with the dimension of the dot A=
L ×W= (200 × 200) nm2. The excited states were re-
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FIG. 16: (a) Optical micrograph of a 7 nm thick, mechan-
ically exfoliated Bi2Se3 nanoribbon contacted by Cr/Au (2
nm/28 nm) contacts. Inset: Schematic of a Bi2Se3 quantum
dot forms between two contacts. Dashed circle shows the
device studied in ref. [4]. (b) Atomic force micrograph of
a 12 nm thick nanoribbon after etching with PMMA mask.
Inset: Line traces of topographic data along blue line (un-
etched area) and red line (etched area). (c) Gate voltage
dependence of differential conductance (G = dI/dV ) shows a
current pinch-off regime with quasi-periodic narrow conduc-
tance peaks. Inset: Coulomb diamond measurements on the
device. Arrows indicate the excited states of quantum dot en-
ergy levels. Adapted with permission from ref. [4]. Copyright
2012 American Chemical Society.

solved at the edges of the diamond at around 1 meV,
as indicated by the arrows in the inset of Fig. 16(c).
Although the spin-texture of surface states may enable
TI quantum dots to be used as single-spin generators,
non spin-polarized bulk contribution cannot be ruled out.
Thus, future experiments are needed to detect spin po-
larization of charges through TI QDs.

5. SUMMARY AND PERSPECTIVE

In conclusion, we have given an overview of a number
of electron transport experiments performed on nanos-
tructures fabricated from both graphene and topological
insulators. We described the basic transport properties
of graphene nanodevices (GNRs, GSQDs and GDQDs)
fabricated on SiO2 at low temperature and high mag-
netic fields. For comparison, these devices on hBN sub-
strate were also reviewed. GNRs fabricated on SiO2 and
hBN both show the presence of strongly localized states,
but the origin of the former mainly comes from the sub-
strate disorder while the latter can be attributed to the
edge roughness if the edge-to-bulk ratio is large. GSQD
fabricated on SiO2 and hBN show a distinct difference

in their Coulomb blockade peak-spacing fluctuations, in-
dicating that edge roughness is the dominating source
of disorder for QDs with diameters less than 100 nm.
We have also described the power of pulsed gating to
probe electron relaxation time in a GSQD and to gen-
erate frequency-dependent pumped current in a GDQD.
We have also reviewed a few topological insulator nan-
odevices for their exotic topological surface states. The
discrete 1D subbands of Bi2Se3 nanowire can be peri-
odically modulated by a magnetic field applied along the
nanowires length, resulting in the h/e periodicity in mag-
netooscillations whose amplitude is tunable by gate volt-
age. We have also reviewed the single electron tunneling
can be manifested in a Bi2Se3 single quantum dot.

The absence of spin blockade in graphene double quan-
tum dots [50, 51, 79–83] and the fact that the measured
spin relaxation time in 2D graphene flakes is shorter than
expected [84–88], suggesting there are extrinsic effects
that govern the spin relaxation dynamics in graphene.
These can be due to the scattering of electrons off mag-
netic impurities originating from vacancies of carbon
atom or graphene edge roughness. Since all the re-
ported GQDs used graphene constrictions as tunnel bar-
riers, electron spin altered by the constriction edge dur-
ing transport is inevitable. One possible solution to this
problem is to use electrical-field induced band-gap in bi-
layer graphene to define the quantum dots [53, 54]. How-
ever, the small induced energy gap (≈ 200 meV [143])
may limit the energy range available for quantum dot
physics. Recently, a single quantum dot is also demon-
strated in WSe2 using electrical gating [144]. The large
band gap in WSe2 (≈ 1.8 eV in monolayer) allows wide
range of energy to be accessed in the QD. Nevertheless,
gated DQD on both materials has not been reported so
far as well as any spin related measurements. Another
approach to reduce the edge effect is to use functionalized
graphene, such as fluorinated graphene (FG), to define
quantum confinement and passivate graphene edge at the
same time. Nano-patterning of fluorinated graphene has
been achieved by using scanning probe lithography and
electron beam irradiation [41, 42]; in each case graphene
nanochannels are surrounded by insulating FG to form
constrictions. However, up to date GQDs defined by FG
have not been reported.

Vertical tunneling to graphene quantum dot using hBN
as tunnel barriers may also serve as a good solution to
minimize the edge effect from graphene constrictions.
The vertical GQD tunneling devices offer several advan-
tages over their lateral counterparts. The tunneling can
continue to happen even if the graphene bulk is in an
insulating state (for example, at high B-field where Lan-
dau levels are formed), and is expected to provide better
energy resolution as the B-field modulation on the GNR
tunnel barriers is absent. Recently, a vertical stack of
graphene nanoribbon and 2D graphene sheet (separated
by a 13 nm thick hBN layer) has been reported, in which
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Coulomb resonance of the GNR is used to probe the local
density of state of the graphene sheet [145]. In addition, a
stack of two graphene nanoribbon vertically separated by
a 12 nm thick hBN layer has shown the capacitively cou-
pled double-dot feature in the charge stability diagram
[146]. However, vertical tunneling to graphene nanos-
tructures through thin hBN as a tunnel barrier is still
lacking. More efforts are needed to build and investigate
the spin relaxation dynamics in such a system.

The spin-momentum locking nature of TI surface
states offer the possibility of using TI quantum dot as
single spin generator. To date, no experimental result
has shown to detect the spin polarization in TI quan-
tum dot transport. One potential challenge may lie in
putting ferromagnetic contact to TI materials, which may
require further experimental efforts in interface engineer-
ing. More sophisticated designs of the TI quantum dots
are needed to study the controllability of confined charges
as well as the spin-related transport properties.
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