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Abstract

Here, we introduce a new class of Lindley generated distributions which results in more
flexible model with increasing failure rate (IFR), decreasing failure rate(DFR) and up-
side down hazard functions for different choices of parametric values. We explore, various
distributional properties including limiting distribution of extreme order statistics explored.
Maximum likelihood estimators and the confidence intervals of the parameters are obtained.
The applicability of the proposed distribution is shown through modelling two sets of real
data on bladder cancer patients and waiting time in a queue. Further, we carry out stress-
strength analysis for applying the model in system reliability studies.
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1 Introduction

Modelling of lifetimes of materials, organisms,devices plays an important role in biological and
engineering services. Recently, a member of lifetime distributions have been introduced by vari-
ous authors Nadarajah et al.(2012), Ristic(2012), Jose et al.(2014). They help in the modelling
of length of life length data from various contents.

Lifetime distribution are used to describe, statistically, the length of the life of a system, a
device, and in general, time-to-event data. Lifetime distributions are frequently used in fields
like reliability, medicine, biology, engineering, insurance etc. Many parametric models such
as exponential, gamma, Weibull have been frequently used in statistical literature to analyse
lifetime data.

Recently, one parameter Lindley distribution has attracted researchers for its potential in
modelling lifetime data, and it has been observed that this distribution has performed excellently
well in many applications. The Lindley distribution was originally proposed by Lindley[I9] in the
context of Bayesian statistics, as a counter example to fiducial statistics. The distribution can
also be derived as a mixture of exp() and gamma(2, 6). More details on the Lindley distribution
can be found in Ghitany et al.(2008). Nastic et al.(2015) developed auto—generated time series
models with Lindley marginal distribution and applied it to model time series data.



Ghitany et al(2013) introduced a power Lindley distribution and carried out associated infer-
ences. Azgharzadeh et al.(2013) introduced a new lifetime distribution by compounding Poisson-
Lindley distribution. Liyanage and Pararai(2014) introduced an exponential power Lindley dis-
tribution and explore its properties.

A random variable X is said to have the Lindley distribution with parameter 8 if its proba-
bility density is defined as:
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Alzafreh et al (2013,2014) introduced a new class of distributions called T-X family. Ghitany
et al.(2011) have introduced a two-parameter weighted Lindley distribution and have pointed
out its usefulness, in particular, in modelling biological data from mortality studies. Bakouch
et al.(2012) have introduced extended Lindley (LE) distribution; moreover and Ebatal(2014)
introduced a transmuted Lindley-geometric distribution and by transmuting and compounding
Lindley and geometric distributions. Adamidis and Loukas(1998) have introduced a new lifetime
distribution with decreasing failure rate. Shanker et al.(2013) have introduced a two-parameter
Lindley distribution. Zakerzadeh et al.(1998) have proposed a new two parameter lifetime distri-
bution and studied its properties. Hassan(2014) has introduced convolution of Lindley distribu-
tion. Ghitany et al.(2015) worked on the estimation of the reliability of a stress-strength system
from power Lindley distribution. Elbatal et al.(2013) has proposed a new generalized Lindley
distribution by considering the mixture of two gamma distributions.Ali(2013) considered the
mean residual life function and carried out stress-strength analysis under different loss functions
for Lindley distribution in the counted of Bayesian Inference.

Zografos and Balakrishnan (2009),proposed a kind of gamma-generated family. Based on a base-
line continuous distribution F(x) with survival function F(x) and density f(z), they defined the
cumulative distribution function (cdf) and probability density function (pdf) as

(1+z)e % 2>0,0>0. (1)

rx(z;0) =

R(x)=1- reRT, 0 >0,

- log(F'(a:))

1
Gx(z) = =— / toLetdt, z€RT, a >0,
0

The corresponding pdf is obtained as:

9(95):ﬁ(—10g}7(x)) F(m)a_lf(x), zeRT, a>0,

2 Distributional Properties of EGL Distribution

We consider a new family of distribution generated by an integral transform of the pdf of a
random variable T" which follows one parameter Lindley distribution. The distribution function
of this new family is given as:
—log(F(x))
Gx(z) = r(t)dt, r€RT,0>0

(e}



substituting r(¢) from equation , we get the new family of distribution with d.f.

0 —log(F(x))
Gx() = 1 / (1+8)edt, zeRT,0>0 @)
0

where 6 > 0 and ,the corresponding probability density function (pdf) is given by
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In this formation, we consider F'(x) corresponding to Extended exponential distribution with
survival function e! =12 which yields the distribution function of the new distribution as

/=002 (1 4 9(1 + 20)?) (4)
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with corresponding density
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We refer to random variable with survival function as Extended Generalized Lindley(EGL)
distribution with parameters «,f and A and denote it by EGL(\,0,«).

Proposition 1: If X ~ EGL()\, a, ) then random variable Y = (1+AX)*—1 follows Lindley(0).

This paper is arranged as follows. In section 2 we introduce the new Lindley generated
distribution and study its properties. Section 3 deals with maximum likelihood estimation. In
section 4, we conduct the stress- and strength analysis estimation.. Section 5 is devoted for
application on real data set.

2.1 Shape of the density

In this section, we introduce and study the distributional properties of the EGL. In particular,
if X ~ EGL(\,0,a) then the shapes of the density and hazard function, moments, the density
of the r*" order statistics, and other important measures of the ELD are derived and studied in
detail.

For the density function of the EGL distribution, the first and the second derivatives of log g(z)
are

d A1+ a(=240(1+20))
7 los9(@) = sy
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Hence the mode of EGL distribution is given by the following theorem.

Theorem 1: The probability density function of EGL(A, 6, ) is unimodal for o > ﬁ no <

0 < 2 and is given as
1
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Proof: For a > 1, %“2 logg(z) < 0 i.e. the density function g(z) is log-concave. Note
(logg’) (00) = —oc and (log ¢’) (00) = A ((2 —6) —1) > 0 for @ > 715 and 0 < 6 < 2. This im-
plies that for a > ﬁ and 0 < 0 < 2, g(z) has unique mode at x(, where xg = —% —|—§ (2351)3,

d
) dx

is the solution of the equation % logg(z) =0, for 6 > 2
in z.

Further ¢(0) = O{Té\ = aAr(0), therefore g(0) < (>)r(0) according as aA < (>)1.

log g(z) < 0 i.e. g(x) is decreasing

Theorem 2: The hazard function of EGL Distribution is decreasing, upside down and in-
creasing according as (0 < a < 3)U (% <a<l1l0> al(;zoi)), (% <a<l1O> al(;zo{)) and

(> 1) N (6 > 0) respectively.

Proof: Considering the hazard rate function (hrf) of the EGL distribution given by

af?\(1 + x)) 12

hw) == +0(1+aN)e

(6)

and using theorems of Glaser(1980), we can discuss the shape characteristics of the hrf of EGL
Distribution. The function n(z) = —g¢ ()/g(z) for EGL Distribution is given by

() = AMl+a (—12—:—;;\1 +z\)%)) and 77’(51”) _

)\2
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where
u(z) = (2a — 1+ (= Dab(1 + Az)*) and /() = Aa?(a — 1)O(1 + Ax)>?

For 0 < a < %, function u(z) < 0,¥A,6 > 0 hence n”(z) < 0Vz, hence from theorem(b)
of Glaser(1980), hazard function is a decreasing function of z. Let us consider the case when
3 <a<1,thenu(0) =2a—1+a(a—1) and u(cc) = —oo, if § > al(;zoi), then u(x) < 0 implies
7' (x) < 0V, hence hazard function is decreasing, whereas, for % <a<land0<0< al(;zoi),
w'(z) < 0Vz > 0 and u(0) > 0, therefore 3 a point z such that u(x) > 0 for x € (0,z¢) and
u(z) < 0 for x € [xg,00) implies n’(x) > 0 for z € (0,z9) and n'(z) < 0 for x € [xg,00). Hence
from Glaser(1980) hazard function is upside down shape. Finally when a > 1, both w(z), v’ (x)
are positive implies u(z) as positively increasing function implies n'(z) > 0Vz > 0. Hence
hazard function is increasing, which proves the theorem.

It can also be verified that

02 0 if 0<a<l1
h(0) = a (1 n 9) and Ih_)r{)lo h(z) =< a)d if a=1
00 if a>1

Hence from the above relation h¥%%(0) = aARL(0).
The pdf and hazard function for different parameter values are shown in the figure 1.

2.2 The Quantile Function of EGL distribution

The cdf, Gx(z) = 1 —G(x), is given by using eq.. Further, it can be noted that Gx is contin-
uous and strictly increasing so that the quantile function of X is Qx () = Gx'(7), 0 < v < 1.
In the following theorem, we give an explicit expression for Q)x in terms of the Lambert W
function. For more details on Lambert W function we refer the reader to Jofda(2010) and also
to Nair et al.(2013) for discussion on quantile functions.



Theorem 3: For any 6, A\, a > 0, the quantile function of the EGL distribution is

—0-1 1/«
val(v)i<W‘1(ee (9;1)(7—1))+1> B

where W_; denotes the negative branch of the Lambert W function.

1
Xa (7)

Proof: By assuming p = (1 4+ Ax)“ the cdf can be written as

e?0=P)(1 + Op)

Gx(e)=1- 1+6

For fixed §,\,a > 0 and v € (0, 1), the 4" quantile function is obtained by solving Fx () = 7.
By re-arranging the above, we obtain

=PI (1 4 0p) = (1 —7)(1+6)
It can be further written as
—(140p)e= ) — _(1 — 4)(1 + 9)e L. (8)

We see that —(1 + 0p) is the Lambert-W function of real argument —(1 — ~)(1 + 0)e=?71 .
Thus, we have

W (=1 =) (1+0)e"™") = —(1+0p) 9)
Moreover, for any 6, A and « > 0 it is immediate that (1 + pf) > 1, and it can also be checked
that (1 —)(1 + 0)e %=1 € (—~1/e,0) since v € (0,1). Therefore, by taking into account the
properties of the negative branch of the Lambert W function, we deduce the following.

W_i (—(L=7) (1 +60)e ") =—(1+6p)

Again,solving for « by using p = (1 + Az)?*, we get

1/«
1 Woy(e % H0+1)(y—1))+1 1
= -1 = — | - _ 1
oy =G () = 5 < 5 X (10)
O
Further the Median can be obtained by substituting v = % in ,Thus
e—0-1 1/«
(W) o
Median(My) = G~*(1/2) = |- ; - (11)

2.3 Moments

An infinite sum representation is being used to represent r*" moment, u/. = E[X"], and conse-
quently the first four moments and variance for the EGL Distribution.
The k' raw moment of EGL random variable is given as

1 > a
E(X") :m/o (xkee(l—(l-&-x/\) )a92)\(1+x)\)‘1+2a) da:
oo

K/EDY o
:eIOjre /O 2Fe 00+ (1 1 pa)2e-lgy
_69a92)\

E(X*) = To I(k,o,0) (12)



where I(k, ,0) = gt Z?:O (]:) (=1)k=ig=a—2r (£ +2,0) see appendix for detailed proof.

Hence
R Ry

E(X2) = A2(166+ : (F(2 6) — 20+ <2+ ;9> Lo-2r <2+ 2 ))

E(X%) = Ag(fig) (—r(z 0) + 30~ % (2+;79) _ap-2r <2+Z 9) . ( +279>>

E(X*) = er ) (F(? 6) —467=T <2+,0> L 60iT (2+ 9) 4t ( *3/")*

(13)
For lifetime models, it is also of interest to know moment of Future lifetime random variable
Y = X|X > t and its moments. Thus by using the Lemma the k" raw moment of random
variable Y is given as

1 o0
E(Y* :IEX’“X>t=7—/ uFg(u)du 14
(V") = E(X"| ) G ) (u) (14)
Thus, substituting the value of g(z) and G(z) from equation () and () we get.
A2 ae? 1 HAD? o
Xk X k 1 200—1 —6‘(1+)\u)
E(X*[X > ) —1+6(1+)\t)a/ (14 Au)—Te du
)\9 9(1+At)0‘ .
where L(k,t, o, 0(1 + X)) = —ir Zf:o (f)( 1)k=ig=a—2r [ (L +2,0(1+ At)*) see appendix

for detailed proof.
The mean residual lifetime function is E(X|X > ¢) — t.
2.4 Entropy

Let us now consider the Rényi entropy which represents a measure of uncertainty of a random
variable and is defined as

3¢ = . Clog (m/ fo(z)dz |, for ¢>1 and (#1 (15)

2.0\ ¢
[ o= (af i:}) [ e (e N
R+
R+

substituting ¢t = (1 4+ Ax)® the above expression reduces to

/fcdx:(a)\()g_lejze‘%/ o0t E (20— 1)+7_1dt
1+6 1

In our case

R+
(aX)S—1h%Cef

T E_scasarc (C6) (16)



where E,(z) = floo e~ 't~ "dt is known as exponential integral function. For more details
see [http://functions.wolfram.com/06.34.02.0001.01.

Thus according to the Rényi entropy of EGL(6, A, «) distribution given as

A {—102( 6¢
30 = g tog (X B e (@0)) (17)

Moreover, The Shannon entropy defined by E[log(f(z))] is a special case derived from équ 3(¢0)
5

2.5 Order Statistics

Let X1, X5, -+, X, be a random sample from the EGL(A, 8, «) distribution, and let X;.,, denote
the it" order statistic. Assuming p = (1 + Az)®, the pdf of the i** order statistic X;., is given
by (see [7])

n! i— n—i
Gin () :mg(x)G 1(w)(1 - G(x)) |
B n! b2\ LO0—p)(1en z) . B 69(17}7)(1 +0p) i—1
D= (L o) " =(1+6p)"" (1 ) >
_ n! ab’h s (i1 (1) 21 n—itj B(1—p) (1+n—i+)
(i = Dl =) (14 0y 2( j )(1+e>fp (o)

Substituting back the value of p = (1 + Az)*, we get

() = n! af®X - i—1 (_1)j )21 ) n—i+j
gz:n( )_ (2_1) (TL—’L) (1+9)1+n z]z_:0< j )(1+0)J(1+)\ ) (1+0(1+/\ ) )

% (69(1—(1+)\fc)‘)‘)(1+n—1'+j))

Thus the moments of X;.,, can be expressed as

| 9 \ i—1 n—i+j n—i4j (_1)] L
gy _ n o J O(1+n—i+j)
FE (Xz:n) (’L — 1)!(71 ) 1 4 9 1+n—i Z Z < ) < k > (1 + 9)]’6

j=0 k=0

y /oo xq(l+)\l')a(k+2)71676(1+n7i+j)(1+)\m)0dz
0

_ n! af?\ i ”ZZJFJ n—i+j (_1)j 69(1+n—i+j)
(i —D!(n—d)! (14 g)ttn—i k (1+06)i

j=0 k=0

a/\““2<> e (n+1_i+j))_(k+2+é)r<’f+2+iaﬁ(n+1—z’+J)>

2.6 Limiting Distribution of Sample Minimum and Maximum

Usually, we may be interested in the asymptotic behaviour of sample minima X;.,, and/or sample
maxima X,,.,. Using, theorem 8.3.6 of Arnold et al., it follows that the asymptotic distribution
of X1., follows exponential whereas the X., follows

Considering cdf given in equation() and strictly positive function g(t) as g(t) = $(1+ M) =, ¢ >
0. It can be seen that


http://functions.wolfram.com/06.34.02.0001.01

lim L(m)

— ¥z >0
oo FEy TS

and

e VRATAZG )™ (1 4 0(1 4 At + Aag(t))*)

lim ———————=" = li
S O P
; e 0HA) (2 +1)" 1) O(1+ X+ Axg(t)® +1)
= im 1+ 0(1+ xt)~
e [T (01 £ M+ Aag(£)® + 1)
= lim
t—o0 1 =+ 9(1 + At)a

substituting the value of g(¢) and taking limit, we obtain

1— F(t + xg(t)) (9 (1 + A\t + :U()\t + 1)170‘)06 + 1) o azd(At+1) ¥

i =1 eXZE:
e 1- F(1) 00 150\ + 1)
—Oax
=e

so it follows from the theorem 1.6.2 in Leaderbetter that there must be norming constants
an >0 and b, such that a, = [g(7,)]™' , by = Vn wWhere 7, = F~1(1 - 1)

n

3 Maximum Likelihood Estimators

In this section, we shall discuss the point and interval estimation of the parameters of EGL
(M, 0, ). The log-likelihood function [(©) of single observation (say ;) for the vector of param-
eter © = (0,\, )" is

I, = nlog(a)—i—nlog)\—i—inog(@)—nlog(1+0)+02 (1— (1420 +2a-1) Zlog (1+z:0)

=1 =1

. . .. T
The associated score function is given by U,, = (81" Ol 61") , where

90 7 ON "’ O«
ol, 2n n = o
%—?—1_’_04‘;(1—(14—)@]‘)) (18)
%—@HQ —1)zn: i —oi (14 Axy)ot (19)
ox AT Ay, T et T A
Otn 3+22n:1o (1+)\o:4)—c9zn:(1+/\x-)o‘lo (1 + Azy) (20)
aa Qa Pt g 7 P K3 g 7

As we know the expected value of score function equals to zero, i.e. E(U(©)), which implies
E(CL, (1= 1+ Az)%) = g3 — -
The total log-likelihood of the random sample z = (21, - ,x,) " of size n from X is given by
n ) n ) .
l,=>" 1) and th total score function is given by U,, = > U@ where 1) is the log-likelihood of
1 i=1
it" observation and U® as given above. The maximum likelihood estimator O of O is obtained
by solving equations and numerically or this can also obtained easily by using nlm()



function in R. The initial guess for the estimators were obtained from the inner region of 3D
contour plot of log-likelihood function for a given sample. For example, in Figure (3), the contour
plot of log-likelihood function for different 6 and A, the initial estimates were taken from interior.
The associated Fisher information matrix is given by

Ko, Kox Koo
K=K, 0)=n|rxg Fkrxx FEra (21)
Ra,0 Rax FRoa,a
where
n 2n

"0 = I o

n
Koo =——5 —0E (AX 4+ 1)*log(1 + AX)?) (22)

Kx0 = kg n = —alL (X()\X + 1)&71)
E((AX +1)%(—log(AX +1)))

Ra,0 = R,a

Kax = fira = B (=0X(AX + 1)1 — 08X (AX +1)* log(AX + 1)) + 2E (AX - 1)

The above expressions depend on some expectations which can be easily computed using numer-
ical integration. Under the usual regularity conditions, the asymptotic distribution of

vn (é - @) is Na(0, K(©)71) (23)

where lim = K,(0)~! = K(0)~!. The asymptotic multivariate normal N(0, K(©)~1) distri-
n—oo

bution of © can be used to construct approximate confidence intervals. An asymptotic confidence
interval with significance level v for each parameter 6, and A is

(0 = 2y)2\/F@.0): 0 + 2v/2/F(9:0))

(5\ = Zy/24/E(A A+ Zy/2/EON)) (24)
(d = Zv/24/F(a,a)s &+ Ry )24/ H(a,a))

where z;_, /5 denotes 1 —~/2 quantile of standard normal random variable.

ACI (6,100(1 — 7)%)
ACI (X, 100(1 — 7)%)
ACI (v, 100(1 — 7)%)

4 Application to Real Datasets

In this section, we illustrate, the applicability of Extended Generalized Lindley Distribution by
considering two different datasets used by different researchers. We also fit Extended Gener-
alized Lindley distribution, Lindley-Exponential Distribution proposed by Bhati et al.(2015),
Power-Lindley distribution (2015), New Generalized Lindley Distribution(2013), Lindley Distri-
bution(1958) and Exponential distribution. Namely

(i) Lindley-Exponential Distribution (L-E(8, \))

_ 62 he A" (1 — e_)‘”)a_l (1 —1log (1 —e=?))

f(@) (1+6)

z,0,A > 0. (25)



(ii) Power-Lindley distribution (PL(«, 3)):

2
ilz) = 1af6

(iii) New Generalized Lindley distribution (NGLD(«, 3, 6)):

670:v eaJrlxafl 951.671
f2(m)z1+e< T(a) | T(3)

(iv) Lindley Distribution (L(8))

(14 2%)2z®te P27 z,a, 8> 0.

), z,0, 6,68 >0.

92
Bsl@) =177

For each of these distributions, the parameters are estimated by using the maximum likelihood
method, and for comparison we use Negative LogLikelihood values (—LL), the Akaike informa-
tion criterion (AIC) and Bayesian information criterion (BIC) which are defined by —2LL + 2¢
and —2LL + qlog(n), respectively, where ¢ is the number of parameters estimated and n is
the sample size. Further K-S statistic (Kolmogorov-Smirnov test)=sup, |F,(z) — F(z)|, where

1+ x)e_ex, z,a, 8> 0.

n

F,(z) = 1 Y I,,<, is empirical distribution function and F(z) is cumulative distribution func-
i=1

tion is calculated and shown for all the datasets.

4.1 Illustration 1: Application to bladder cancer patients

We consider an uncensored data set corresponding to remission times (in months) of a random
sample of 128 bladder cancer patients (Lee and Wang(2003)) as presented in Appendix A.l in
Table(9). The results for these data are presented in Table . We observe that the EGL
distribution is a competitive distribution compared with other distributions. In fact, based
on the values of the AIC and BIC criteria and K-S test statistic, we observe that the EGL
distribution provides the best for these data among all the models considered. The probability
density function and empirical distribution function are presented in figure (8) for all considered
distributions for these data.

Table 1: The estimates of parameters and goodness-of-fit statistics for Illustration 1.

Model | Parameter -LL AIC BIC K-S statistic
EGL | A= 0.9360, #=0.5878,6=0.6457 | 401.254 | 796.508 | 796.186 0.0387
L-E A= 0.0962, 6=1.229 401.78 | 807.564 | 807.780 0.0454
PL 6=0.385, 3=0.744 402.24 | 808.474 | 808.688 0.0446
L 6=0.196 419.52 | 841.040 | 843.892 0.0740
NGLD | §=0.180, 4=4.679, /=1.324 412.75 | 831.501 | 840.057 0.1160

4.2 Illustration 2: Application to waiting times in a queue

As second example, we consider 100 observations on waiting time (in minutes) before the cus-
tomer received service in a bank (see Ghitany et al.(2008)). The data sets are presented in
appendix A.2 as Table (10). The results for these data are presented in Table. From these
results we can observe that EGL distribution provide smallest K-S test statistics values as com-
pare to Lindley-Exponential, Power lindley, new generalized Lindley distribution, Lindley and
Exponential and hence best fits the data among all the models considered. The results are
presented in Table and probability density function and empirical distribution function are
shown in figure (9).
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Figure 1: PDF plot for various values of A and 6.

Table 2: The estimates of parameters and goodness-of-fit statistics for Illustration 2.

Model | Parameter LL AIC BIC K-S
EGL | A= 1.803, 6=0.093,4=1.046 | 318.066 | 642.132 | 642.132 | 0.0384
L-E 6=2.650, A=0.1520 317.005 | 638.01 | 638.1337 | 0.0360
PL 6=0.1530;3=1.0832 318.319 | 640.64 | 640.64 | 0.0520
L 6=0.187 319.00 | 640.00 |  640.00 | 0.0680
E 6=0.101 329.00 | 660.00 | 660.00 | 0.1624
NGLD | 6= 0.2033; 3=2.008; 4=2.008 | 317.3 | 640.60 | 640.60 | 0.0425
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Figure 2: PDF plot for various values of A and 6.
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Conclusion

We have proposed a new three parameters class of distributions called Extended Generalized
Lindley (EGL) distribution generated by Lindley distribution which possess increasing, decreas-
ing or upside down hazard function for different choices of the parameters. We have derived
important properties of the EGL distribution like moments, entropy, asymptotic distribution of
sample maximum and sample Minimum. Maximum likelihood of the parameters are obtained
which can be used to get asymptotic confidence intervals. We have also illustrated the application
of EGL distribution to two real data sets used by researchers earlier and compare it with other
popular models. Further the stress-strength analysis were carried out and compared with that of
Lindley distribution. Our application to real data set indicate that EGL distribution performs
satisfactorily or better than its competitors and can be recommended for lifetime modelling the
encountered in engineering, medical science, biological science and other applied sciences.
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Appendix

A.1- Dataset used in Illustration 1:
A.2- Dataset used in Illustration 2:
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Table 3: The remission times (in months) of bladder cancer patients

0.08 | 209 | 348 | 487 | 694 | 8.66 | 13.11 | 23.63 02| 223 | 026 | 031 | 0.73
0.52 | 498 | 697 | 9.02 | 13.29 04| 226 | 357 | 506 | 7.09|11.98 | 451 | 2.07
0.22 | 13.8 | 25.74 05| 246 | 3.64| 509 | 7.26 | 947 | 1424 | 19.13 | 6.54 | 3.36
0.82 | 051 | 2.54 3.7 517 | 7.28 | 9.74 | 14.76 | 26.31 | 0.81 1.76 | 853 | 6.93
0.62 | 382 | 532 | 7.32|10.06 | 14.77 | 32.15 | 2.64 | 3.88 | 532 | 3.25 | 12.03 | 8.65
0.39 | 10.34 | 14.83 | 34.26 09| 269 | 418 | 534 | 7.59 | 10.66 4.5 | 20.28 | 12.63
0.96 | 36.66 | 1.05 | 2.69 | 423 | 541 | 7.62 | 10.75 | 16.62 | 43.01 | 6.25 | 2.02 | 22.69
019 | 275 | 426 | 541 | 7.63 | 17.12 | 46.12 126 | 2.83| 433 | 837 | 3.36 | 549
0.66 | 11.25 | 17.14 | 79.05 | 135 | 2.87 | 5.62 | 7.87 | 11.64 | 17.36 | 12.02 | 6.76

04| 3.02| 434 | 571 | 7.93 | 11.79 | 18.1 1.46 4.4 | 585 | 2.02 | 12.07

Table 4: Waiting times (min.) of 100 bank customers
0.8 08 1.3 1.5 1.8 1.9 19| 21 2.6 2.7
29| 31 3.2 3.3 | 3.5 3.6 4| 41 4.2 | 4.2
43| 43| 44| 44| 46| 47| 47| 48| 49| 49
5.0 5.3 | 5.5 5.7 5.7 | 6.1 6.2 6.2 6.2 | 6.3
67| 69| 71| 71| 71| 71| 74| 76| 7.7 8
82| 86| 86| 86| 88| 88| 89| 89| 95| 96
9.7 9.8 | 107 | 109 | 11.0 | 11.0 | 11.1 | 11.2 | 11.2 | 11.5
11.9 | 124 | 125 | 129 | 13.0 | 13.1 | 13.3 | 13.6 | 13.7 | 13.9
14.1 | 154 | 154 | 173 | 17.3 | 18.1 | 182 | 184 | 189 | 19.0
19.9 | 20.6 | 21.3 | 214 | 21.9 23 271 31.6 | 33.1 | 385
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