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THE BELOSHAPKA’S MAXIMUM CONJECTURE IS CORRECT

MASOUD SABZEVARI

ABSTRACT. Applying theÉlie Cartan’s classical method, we show that the biholomorphic equivalence prob-
lem to a totally nondegenerate Beloshapka’s universal model of CR dimension one and codimensionk, whence
of real dimension2 + k, is reducible to some absolute parallelisms, namely to{e}-structures on some pro-
longed manifolds of real dimensions either3 + k or 4 + k. The proof relies on some weight analysis of the
structure equations associated to the mentioned problem ofequivalence. Thanks to achieved results, we prove
the Beloshapka’s maximum conjecture about the rigidity of his CR models of certain lengths equal or greater
than three. Here, we mainly deal by CR models of fixed CR dimension one though the results seem quietly
generalizable by means of some analogous proofs.

1. INTRODUCTION

In 2004, Valerii Beloshapka established in [3] his universal model surfaces associated to totally nonde-
generate CR manifolds of arbitrary CR dimensions and codimensions and designed an effective method to
construct them. It was in fact along the celebrated approachinitiated first by Henri Poincaré [25] in 1907
to study real submanifolds in the complex spaceC2 by means of the associated model surface, namely the
Heisenberg sphere. Several years later in 1974, Chern and Moser in their seminal work [9] notably devel-
oped this approach by associating appropriate models to arbitrary totally nondegenerate realhypersurfaces
in complex spaces. In this framework, many questions about automorphism groups, classification, invariants
and others, concerned the (holomorphic) transformations of real submanifolds in a certain complex space
can be reduced to similar problems about the associated models.

But — to the best of the author’s knowledge — the Beloshapka’swork can be considered as the most
general establishment in this setting whereas he provided appropriate models to totally nondegenerate CR
manifold of arbitrary dimensions. These models are all homogeneous, of finite typeand enjoy several
other nice properties ([3, Theorem 14]) that exhibit their significance. Two totally nondegenerate germs
are holomorphically equivalent whenever their associatedmodels are as well. Moreover, they are most
symmetric nondegenerate surfaces in the sense that the dimension of the group of automorphisms associated
to a totally nondegenerate germ does not exceed that of its model.

For a CR modelM of CR dimensionn and codimensionk in coordinates(z1, . . . , zn, w1, . . . , wk), a
holomorphic vector field:

X :=

n∑

j=1

Zj(z, w)
∂

∂zj
+

k∑

l=1

W l(z, w)
∂

∂wl

is called aninfinitesimal CR automorphismwhenever its real part is tangent toM , that is(X + X)|M ≡ 0.
The collection of all infinitesimal CR automorphisms associated toM form a Lie algebra, denoted by
autCR(M), that parameterizes the family of maps taking a corresponding totally nondegenerate germ to
another. This Lie algebra, which is in fact the CR symmetry Lie algebra ofM in the terminology of
Sophus Lie’s symmetry theory [18], is finite dimensional, ofpolynomial type and graded — in the sense of
Tanaka — of a form like (cf. [3, 28]):

(1) autCR(M) := g−ρ ⊕ · · · g−1
︸ ︷︷ ︸

g−

⊕g0 ⊕ g1 ⊕ · · · ⊕ g̺
︸ ︷︷ ︸

g+

, ̺, ρ ∈ N
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2 MASOUD SABZEVARI

with:
[gi, gj ] ⊂ gi+j.

In this case, the integerρ which is called thelengthof M , is in fact the maximum weight of the complex
variables appearing among its defining equations. If one prefers to view the real analytic CR generic model
M in a purely intrinsic way, one may consider the local Lie group AutCR(M), associated toautCR(M),
comprising automorphisms of the CR structure, namely of local C∞ diffeomorphismsh : M → M satis-
fying:

h∗(T
cM) = T cM, and h∗ ◦ J = J ◦ h∗,

whereT cM is the complex tangent bundle ofM andJ is the associated structure map. In other words,h

belongs toAutCR(M) if and only if it is a (local) biholomorphism ofM ([19]). Accordingly, one may write
the associated Lie groupAutCR(M) as:

(2) AutCR(M) := G− ⊕ G0 ⊕ G+.

Beloshapka in [3] showed that for a CR modelM of CR dimensionn and codimensionk — and whence of
real dimension2n+ k — then the Lie groupG− associated to the above(2n + k)-dimensional subalgebra
g− of autCR(M) acts onM freely and can naturally be identified withM , itself. Also,G0 associated to the
subalgebrag0 comprises alllinear automorphisms ofM in the isotropy subgroupAut0(M) of AutCR(M)
at0 ∈ M while G+, associated tog+, comprises as well allnonlinearones.

Determining such Lie algebras of infinitesimal CR automorphisms is a question which lies pivotally at
the heart of the problem of classifying local analytic CR manifolds up to biholomorphisms (see e.g.[6] and
the references therein). In fact, the groundbreaking worksof Sophus Lie and his followers (Friedrich Engel,
Georg Scheffers, Gerhard Kowalewski, Ugo Amaldi and others) showed that the most fundamental question
in concern here is to draw up lists of possible such Lie algebras which would classify all possible manifolds
according to their CR symmetries. Moreover, having in hand these algebras may also help one to treat the
problem of constructing (canonical) Cartan geometries on certain classes of CR manifolds ([22, 30]) or to
construct the so-called moduli spaces of model real submanifolds ([26]).

In the computational point of view and though computing the nonpositive partg−⊕g0 of the above algebra
autCR(M) is convenient — in particular by means of the algorithm designed in [28] — but unfortunately
computingg+ admits tremendous and much complicated computations whichrely on constructing and
solving some arising systems of partial differential equations ([16, 21, 27, 29]). Nevertheless, after several
years of experience of computing these algebras in various dimensions, Beloshapka in [1] conjectured that1;

Conjecture 1.1. [Beloshapka’s Maximum Conjecture]Each CR modelM of the lengthρ ≥ 3 hasrigid-
ity; that is: in its associated Lie algebraautCR(M) as (1), the subalgebrag+ is trivial or equivalently
̺ = 0.

Holding this conjecture true may bring about having severalother facts about CR models or their associ-
ated totally nondegenerate CR manifolds (see e.g.[2]). At this time, there are just a few considerable results
that verify this conjecture in some specific cases. For instance, Gammel and Kossovskiy [13] confirmed it
in the lengthρ = 3. Also, Mamai in [16] proved this conjecture for the models ofthe fixed CR dimension
n = 1 and codimensionsk ≤ 13. Some more relevant (partial) results in this setting are also as follows:

• If ρ = 2, then̺ 6 2 ([5, p. 32]).
• If ρ = 4, then̺ 6 1 ([4, Corollary 7]).
• If ρ = 5, then̺ 6 k, wherek is the CR codimension ofM ([31, Proposition 2.2]).

In almost all of these works the results are achieved by meansof computingdirectly the associated Lie
algebras of infinitesimal CR automorphisms. But the much difficulty of this method, lying in the incredible
differential-algebraiccomplexity involved (cf. [27]), may plainly convince oneself requiring some other
ways to attack this conjecture.

1Although Beloshapka introduced his conjecture in 2012 but he and his students had been aware of it since several years before.
For example see [2, 13, 16]
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On the other hand, recently in [21] and in particular in§5 of this paper (or in§12 of its expanded version),
we attempted to study the biholomorphic equivalence problem to the5-dimensional length3 cubic model
M5

c ⊂ C4 of codimension3, represented in coordinates(z, w1, w2, w3) as the graph of:





w1 − w1 = 2i zz,

w2 − w2 = 2i zz(z + z),

w3 − w3 = 2 zz(z − z).

As we observed (see[21, Theorem 5.1]), the associated7-dimensional Lie algebra:

autCR(M
5
c ) := g−3 ⊕ g−2 ⊕ g−1 ⊕ g0,

computed in§3 of this paper, is isomorphic to the Lie algebra defined by the final constant typestructure
equations of the mentioned equivalence problem toM5

c . This observation was our original motivation to
look upon the Cartan’s classical approach of solving biholomorphic equivalence problems as an appropriate
way to consider the Beloshapka’s maximum conjecture. Examining this idea on some other CR models
like those studied in [22, 24, 26, 29] also convinced us more about the effectiveness of this approach to suit
our purpose. In fact, the systematic approach developed among the recent years by Joël Merker, Samuel
Pocchiola and the present author provides a unified way toward treating the wide variety of biholomorphic
equivalence problems between CR manifolds.

Cartan’s classical method for solving equivalence problems includes three major parts:absorption, nor-
malization, prolongation, and usually, all steps require advanced computations, thesize of which increases
considerably as soon as the dimension of CR manifolds increases, even by one unit. In particular, among the
absorbtion-normalization steps, one encounters some arising polynomial systems in which its solution de-
termine the value of some group parameters associated to theproblem. But, solving such appearing systems
may cause some unavoidable and serious algebraic complexity.

As it is quietly predictable, one of our main obstacles to proceed along the aim of proving the Be-
loshapka’s maximum conjecture by applying the Cartan’s classical approach, is actually solving the already
mentioned arising polynomial systems in this general manner, namely the outcome of normalizing the group
parameters. In order to bypass and manipulate this criticalcomplexity, our main weapon is in fact some
helpful results achieved by a carefulweight analysison the preliminary equipments of constructing the as-
sociated structure equations to the problem of equivalence, under study. Such analysis notably enables us
to provide an appropriate weighted homogeneous subsystem of the already mentioned polynomial system.
This much more convenient subsystem is in factdeceptively hiddeninside the original one and opens our
way to find the desired general outcome of the normalization process.

This paper is organized as follows. In the next preliminary section 2, we present a brief description of
constructing defining equations of the Beloshapka’s CR models in CR dimension1.

Then in section 3, we attempt to find certain expressions of structure equations associated to the bi-
holomorphic equivalence problem between an arbitrary CR model Mk, of codimensionk and any other
totally nondegenerate CR manifold of the same codimension.For this aim, we provide first some prelimi-
nary equipments such as an initial frame on the model, its dual coframe and the associated Darboux-Cartan
structure. Moreover, we find the ambiguity matrixg of the mentioned equivalence problem as an invertible
(2 + k)× (2 + k) lower triangular matrix of the form (cf. (14)):


















a
p
1a

q
1 0 . . . 0 0 0 0 0

...
...

...
...

...
...

...
...

a• a• . . . a1a
2
1 0 0 . . . 0

a•

... . . . 0 a2
1a1 0 . . . 0

a•

... . . . −a3 a3 a1a1 0 0

a•

... . . . a4 a5 −a2 a1 0

a• a• . . . a5 a4 a2 0 a1


















,

where some powers ofa1 anda1 are visible only at its diagonal.
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The main focus of section 4 is on a weight analysis on the structure equations, constructed in the preceding
section. In particular, after appropriate weight association to the appearing group parameters and also after
inspecting carefully the inverse of the ambiguity matrixg, we discover that all the torsion coefficients
through the structure equations are of the same weight zero (seeProposition 4.5).

Next in section 5, we consider the outcome of the absorption and normalization steps on the constructed
structure equations. It is in this section that we extract a subtle weighted homogeneous subsystem of the
polynomial system, arising among the absorbtion and normalization steps. As the result of solving this
subsystem by means of some computational techniques fromweighted algebraic geometry([11]) and in
particular bydehomogenizingthe associated weighted homogeneous variety (seesubsection 5.2), we find
out that;

Proposition 1.2. (see Proposition 5.5) All the appearing group parametersa2, a3, . . . vanish identically
after sufficient steps of absorption and normalization.

This gives also an appropriate form of the final constant typestructure equations (seeProposition 5.6).
Concerning the only not-yet-determined parametera1, we also discover that it is either normalizable to a
real (or imaginary) group parameter or it is never normalizable (seeCorollary 5.7). In the former case,
the structure groupG of the above ambiguity matrices will be reduced toGred of real dimension1 while
in the later caseGred is of real dimension2. Next, we start the last part, namely prolongation, of the
Cartan’s method. Accordingly, our equivalence problem to our arbitrary CR modelMk converts by that to
the prolonged spaceMk ×Gred of real dimension either3 + k or 4 + k. We conclude that;

Theorem 1.1. (see Theorem 5.1) The biholomorphic equivalence problem ofa totally nondegenerate CR
modelMk of codimensionk and real dimension2+ k is reducible to some absolute parallelisms, namely to
some certain{e}-structures on prolonged manifolds of real dimensions either 3 + k or 4 + k.

In section 6, then we start to utilize the achieved results toprove the Beloshapka’s maximum conjecture.
According to the principles of the Cartan’s theory ([23]), once we receive the final constant type structure
equations of the equivalence problem to each CR modelMk, then one can plainly attain the structure of
its symmetry Lie algebraautCR(Mk). Computing and inspecting this algebra, then we realize that it is
graded, without any positive part (seeProposition 6.1) as was the assertion of the Beloshapka’s maximum
conjecture.

Finally in appendix A, we illustrate the results by considering the length4 and8-dimensional CR model
M6 of CR codimensionk = 6.

It may be worth to notice at the end of this section that thoughthe main purpose of this paper is to
prove the Beloshapka’s maximum conjecture in CR dimension1, but in fact we achieve a more general and
stronger fact about his CR models, namely Theorem 1.1. Even more, we show that;

Corollary 1.3. (see Proposition 6.1) The associated Lie algebraautCR(Mk) of a k-codimensional weight
ρ modelMk is graded of the form:

autCR(Mk) := g−ρ ⊕ . . .⊕ g−1
︸ ︷︷ ︸

g−

⊕g0

whereg− is (2 + k)-dimensional and whereg0 is Abelian of dimension either1 or 2. Thus, we have:

dim
(
autCR(Mk)

)
= 3 + k or 4 + k.

As a homogeneous space, each Beloshapka’s CR modelMk can be considered as a quotient space (see
the paragraph after equation (2)):

Mk ≡
AutCR(Mk)

Aut0(Mk)
∼= G−

of the CR automorphism groupAutCR(Mk), corresponding toautCR(Mk) by its isotropy subalgebra
Aut0(Mk) at the origin, corresponding tog0 ⊕ g+. The above corollary states, in a more precise man-
ner, that such isotropy group is justG0, corresponding to the Abelian algebrag0 and comprises onlylinear
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CR automorphismsh : Mk → Mk, preserving the origin. Even more precisely, in this case that dim g0 is
either1 or 2, thenG0 can be identified with the matrix Lie groupGL(1,R) = (R∗,×) in the former case
andGL(1,C) = (C∗,×) in the latter case (see e.g.[16, Theorem p. 102]).

2. BELOSHAPKA’ S MODELS

In this preliminary section, let us explain the method of constructing defining equations of the Be-
loshapka’s CR models in CR dimension1. For more general and detailed explanation, we refer the reader
to [3, 15]. In each fixed CR codimensionk, a certain Beloshapka’s modelMk is in fact a real submanifold
in the complex ambient spaceC1+k equipped with the coordinates(z, w1, . . . , wk) and represented as the
graph of somek real-valued polynomial functions. Throughout constructing these defining polynomials and
to each appearing complex variablesx, it will be assigned a so-calledweightnumber[x]. Recall that for a
monomialxα1

1 · · · xαn
n , the associated weight is defined as

∑n
i=1 αi [xi]. Moreover, a polynomial is called

weighted homogeneousof the weightw whenever all of its monomials are of this weight. In this paper and
for each complex variablex, we assign the same weight[x] to its conjugationx and its real and imaginary
parts.

Definition 2.1. (see[14]) An arbitraryC 2 complex functionf : Ω ⊂ Cn → C in terms of the canonical
coordinates(z1, . . . , zn) is calledpluriharmonicon its domainΩ whenever we have:

∂2f

∂zi ∂zj
≡ 0

for eachi, j = 1, . . . , n.

In the case thatf is real-valued, then locally, pluriharmonicity off is equivalent to state that it is the real
part of a holomorphic function ([14, Propoition 2.2.3]).

By convention, here we assign to the complex variablez the weight[z] = 1. The weights of the next
complex variablesw1, w2, . . ., which are absolutely bigger than1, will be determined as follows, step by
step. At the first onset that only the weight of the single variablez is known, letN2 be a basis for the set
of all non-pluriharmonic real-valued polynomials of the homogeneous weight2, in terms of the complex
variablesz andz. A careful inspection shows thatN2 comprises merely the single term:

N2 := {zz}.

Then, since the cardinality of this set isk2 = 1, then we assign immediately the weight2 to the only first
complex variablew1, i.e. [w1] = 2.

At the moment, two of the complex variablesz andw1 have received their weight numbers. Then,
consider the next setN3 as a basis for the collection of all real-valued polynomialsof the weight3, in terms
of the variablesz, z andRew1, which are non-pluriharmonic on the submanifold represented as the graph
of the weight two homogeneous polynomial:

Imw1 = zz

in C2. Again, a careful inspection shows that:

N3 := {Re z2z =
z2z + zz2

2
, Im z2z =

z2z − zz2

2i
}.

This time, since the cardinality ofN3 is k3 = 2, then immediately we assign the weight3 — namely the
weight of the monomials inN3 — to the next two complex variablesw2 andw3.

Inductively, assume thatNj0 is the last constructed collection of non-pluriharmonic polynomials. This
means that so far all the complex variablesz, w1, w2, w3, . . . , wr have received their weight numbers where
r :=

∑j0
i=2 ki and whereki is the cardinality of the setNi. To construct the next collectionNj0+1 and for

the sake of clarity, let us show theki elements of eachNi as:

(3) Ni := {ti1, t
i
2, . . . , t

i
ki
}.
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Also for eachℓ = 2, . . . , j0, letwℓ = (wl, . . . , wl+kℓ−1)
t be thekℓ-tuple of all complex variablesw1, . . . , wr

of the same weightℓ and consider:

Aℓ =






aℓ11 . . . aℓ1,kℓ
...

...
...

aℓkℓ1 . . . aℓkℓkℓ






as some realkℓ × kℓ matrix of the maximumRank(Aℓ) = kℓ. Then, the sought setNj0+1 is a basis for
the collection of all real-valued polynomials of the weightj0 +1, in terms of the already weight determined
variablesz, z,Rew1,Rew2, . . . ,Rewr, which are non-pluriharmonic on the submanifold represented as
the graph of somer weighted homogeneous polynomial functions:

Imwℓ = Aℓ ·






tℓ1
...
tℓkℓ




 , (ℓ=2,...,j0),

in Cr+1. Here,Imwℓ is thekℓ-tuple of imaginary parts ofwℓ. If the cardinality ofNj0+1 is kj0+1, then one
assigns the weightj0 + 1 to all the next complex variables:

wr+1, . . . , wr+kj0+1
.

2.1. Constructing the defining equations. After associating appropriate weights to the complex variables
z, w•, we are ready to explain the procedure of constructing defining polynomials of a Beloshapka’s model
Mk ⊂ Ck+1 of CR codimensionk. One notices that in this case, we need only the associated weights to the
complex coordinatesz, w1, . . . , wk of Mk. Then, we have to construct the above setsNi until we arrive at
the stagei = ρ where the integerρ satisfies the two inequalities:

(4) k2 + . . .+ kρ−1 � k 6 k2 + . . . + kρ−1 + kρ.

In this case, the chain of associated weights to the complex variablesz, w1, . . . , wk is ascending and the last
variablewk is of the maximum weightρ.

Definition 2.2. The above unique integerρ is called thelengthof the CR modelMk, in question.

Now, for eachℓ = 2, . . . , ρ− 1, consider thekℓ-tuplewℓ = (wl, . . . , wl+kℓ−1) and thekℓ × kℓ matrixAℓ

as above. Forℓ = ρ and since in this case the number of the present weightρ variables amongw1, . . . , wk

is m = k −
∑ρ−1

i=2 ki 6 kρ, then consider them-tuplewρ aswρ = (wk−m+1, . . . , wk). Also let:

Aρ =






a
ρ
11 . . . a

ρ
1,kρ

...
...

...
a
ρ
m1 . . . a

ρ
mkρ






be a certain realm × kρ matrix of the maximumRank(Aρ) = m. Then, the defining equations of our CR
modelMk can be represented in the following matrix form (see(3)):

(5) Imwℓ = Aℓ ·






tℓ1
...
tℓkℓ




 , (ℓ=2,...,ρ).

As we observe, in a fixed codimensionk one may find infinite number of CR modelsMk determined by
different values of the above matrix entriesaℓij . Nevertheless, possibly many of them are equivalent, up to
some biholomorphic change of coordinates. For example in codimensionk = 3, CR modelsM3 ⊂ C4 can
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be represented as the graph of some three defining polynomials:

w1 − w1

2i
= a zz,

w2 − w2

2i
= a11 (z

2z + zz2) + ia12 (z
2z − zz2), (a, aij∈R),

w3 − w3

2i
= a21 (z

2z + zz2) + ia22 (z
2z − zz2).

But by some simple biholomorphic changes of coordinates like those presented at the page 50 of [21], one
shows that they are biholomorphically equivalent to the so-called5-cubicmodel:

M5
c :









w1−w1

2i = zz,

w2−w2

2i = z2z + zz2,

w3−w3

2i = i (z2z − zz2).

Anyway, in this paper we do not stress on such biholomorphic normalizations since it does not mat-
ter whether the under consideration defining equations are normalized or not in our case of proving the
Beloshapka’s maximum conjecture.

Summing up the above procedure, then each arbitrary CR modelMk ⊂ C1+k of codimensionk and of
the lengthρ can be represented as the graph of somek certain real-valued defining functions:

(6) Mk :







w1 − w1 = 2iΦ1(z, z),
...

wj − wj = 2iΦj(z, z, w,w),
...

wk − wk = 2iΦk(z, z, w,w),

where eachΦj is a weighted homogeneous polynomial of the weight[wj ], in terms of the complex variables
z, z and real variablesRewi = wi+wi

2 with [wi] � [wj ]. As one observes, the defining equations of
Mk are in fact those of a certain(k − 1)-codimensional modelMk−1, added just by the last equation
wk − wk = 2iΦk(z, z, w,w).

Definition 2.3. Let M be an arbitrary CR manifold of CR dimensionn and codimensionk and assume
thatT 1,0M andT 0,1M = T 1,0M are the holomorphic and antiholomorphic subbundles of the complexified
bundleC⊗TM . Then,M is calledtotally nondegeneratewheneverC⊗TM can be generated by means of
the minimum possible number of iterated Lie brackets between the generators ofT 1,0M +T 0,1M , growing
up through the chain:

D1  D2  . . .  Dρ = C⊗ TM

with D1 := T 1,0M + T 0,1M andDj = Dj−1 + [D1,Dj−1].

All the Beloshapka’s CR modelsMk are totally nondegenerate ([3]) and the numberρ in the above
chain is actually equal to the length ofMk, or equivalently to the (maximum) weight of the last complex
variablewk among its defining equations. Even more, as is proved in [3] (seealso [21]) and after some
holomorphic polynomial changes of coordinates, every totally nondegenerate CR model of CR dimension1
and codimensionk, can be represented as the graph of somek defining equations of the form:

M :=







w1 − w1 = 2iΦ1(z, z) + O(2),
...

wk − wk = 2iΦk(z, z, w,w) + O([wk]),
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where the polynomialsΦ• are precisely those considered in (6) and whereO(t) is some certain sum of
monomials of the weights� t. Therefore, it is completely reasonable to consider each CRmanifoldMk as
some suitable model for the above totally nondegenerate CR manifoldsM .

Remark 2.4. Instead of the above Beloshapka’s algebraic method for constructing defining equations of a
totally nondegenerate CR modelMk, Joël Merker in [17] has introduced a more geometric way to construct
them by considering the affect of totally nondegeneracy on the converging power series expansions of the
desired defining equations.

3. CONSTRUCTING THE ASSOCIATED STRUCTURE EQUATIONS

Studying equivalences between geometric objects by means of the Cartan’s classical approach entails
first some preliminary equipments, the last of which is the construction of the structure equations associated
to the problem. In the current case of biholomorphic equivalence between CR manifolds, we follow the
systematic method developed among the recent years by JoëlMerker, Samuel Pocchiola and the present
author in [24, 26, 21, 29]. It includes four major steps to bring us to the stage of constructing the required
structure equations:

• Finding an appropriate initial frame of the model and computing its Lie commutators.
• Passage to the dual coframe and computing the associated Darboux-Cartan structure.
• Finding the ambiguity matrix of the equivalence problem, inquestion.
• Constructing the desired structure equations.

3.1. Associated initial frames for the complexified tangent bundles. From now on, let us fixMk ⊂ Ck+1

as a(2 + k)-dimensional and weightρ Beloshapka’s CR model in CR dimension1 and codimensionsk,
represented as the graph of somek polynomial functions as (6) in coordinates(z, w1, . . . , wk). As we
mentioned in the preceding section, each real-valued polynomial Φj(z, z, w) is a weighted homogeneous
polynomial of the weight equal to[wj ]. These polynomials are allO(2) and thus we can apply the analytic
implicit function theorem in order to solve these equationsfor thek variableswj , j = 1, . . . , k. Performing
this, we obtain a collection ofk complex defining equations of the shape:

(7) Mk :
{

wj = Θj(z, z, w) (j=1,...,k),

where eachcomplex-valuedpolynomial functionΘj is in terms ofz, z, wj and some other conjugated vari-
ablesw• of absolutely lower weights than[wj ]. One notices that similar to the case of real-valued functions
Φ•, also each complex-valuedΘj is a weighted homogeneous polynomial of the weight[wj ]. To prove this
assertion, we make a plain induction on the associated weights to the complex variablesw•. More precisely,
in the first weight2, we have the simple defining equation:

w1 = 2i zz + w1 =: Θ1(z, z, w1)

and henceΘ1 is of the expected weight[w1] = 2. Now, letwj be a weightn + 1 complex variable and,
as the induction hypothesis, assume that for each variablewi of the weight[wi] = 2, . . . , n, the associated
complex-valued functionΘi is of the weight[wi]. Then thej-th corresponding defining equation:

wj − wj = 2iΦj(z, z, w•, w•),

of (6) — whereΦj admits just complex variablesw• andw• of the weights absolutely less than[wj ] —
converts into the form:

wj = 2iΦj(z, z,Θ•(z, z, w), w•) + wj =: Θj(z, z, w).

Here, the polynomialΦj is of the weight homogeneity[wj ] and we have replaced each complex variable
wi, in its expression, by some equal complex functionΘi of the same weight. Such substitutions do not
change the weight homogeneity ofΦj and henceΘj will be remained as a weighted homogeneous complex
polynomial of the same weight asΦj.
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Having in hand the complex defining polynomials (7) of the CR modelMk and according to [20, 21], then
the associated holomorphic and antiholomorphic tangent bundlesT 1,0Mk andT 0,1Mk, can be generated
respectively by the single vector fields:

(8) L :=
∂

∂z
+

k∑

j=1

∂Θj

∂z
(z, z, w)

∂

∂wj
and L :=

∂

∂z
+

k∑

j=1

∂Θj

∂z
(z, z, w)

∂

∂wj
.

Weight association.Let x be one of the complex variablesz, w1, . . . , wk or one of their conjugations of the
weight [x]. Then we assign the weight−[x] to the standard vector filed∂

∂x
.

Notice that forF (x, x) as a weighted homogeneous polynomial, then each differentiation of the shapeFxi

or Fxi decreases its weight by[xi] numbers. Then, by a glance on the above expressions ofL andL one
finds them as two weighted homogeneous fields of the same weight −1.

According to the totally nondegeneracy of the Beloshapka’smodels, it is possible to construct a frame
for the complexified bundleC ⊗ TMk of the weightρ CR modelMk by means of the (minimum number)
2 + k iterated Lie brackets betweenL andL of the lengths from1 throughρ (cf. [3, 28]).

3.1.1. Notations. Henceforth, let us denote byL1,1 andL1,2, the above vector fieldL and its conjugation
L , respectively. Then, the desired initial frame onMk can be constructed by the iterated Lie brackets of
these two vector fields, up to the lengthρ. Let us denote byLℓ,i, thei-th appearing vector filed obtained by
an iterated Lie bracket of the lengthℓ between these two fields. For example, the next and third appearing
vector filed can be computed as the (length two) iterated Lie bracket:

L2,3 = [L1,1,L1,2].

In the case thati is not important and by abuse of notation, we denote it just byLℓ an arbitrary iterated Lie
brackets of the lengthℓ which actually is a vector field obtained (inductively) as:

(9) Lℓ := [L1,i1 , [L1,i2 , [. . . , [L1,iℓ−1
,L1,iℓ ]]]

︸ ︷︷ ︸

Lℓ−1

] (ij = 1, 2, ℓ = 1, . . . , ρ).

Notice that from the lengthℓ = 2 to the end, one will not observe any coefficient of∂
∂z

or ∂
∂z

in the
expression ofLℓ. In fact, this is a plain consequence of the fact that in the above expressions (8) ofL1,1

andL1,2 these coefficients are constant, namely1.
Accordingly then in each pointp ∈ Mk, near the origin, the Lie algebrah := C⊗ TMk is graded (in the

sense of Tanaka) of the form:
h := h−ρ ⊕ h−ρ+1 ⊕ · · · ⊕ h−1

whereh−ℓ is the collection of all vector fieldsLℓ of the lengthℓ. For example, we haveh−1 = 〈L1,1,L1,2〉,
h−2 = 〈L2,3〉 and so on.

Lemma 3.1. Each lengthℓ iterated vector fieldLℓ is homogeneous of the weight−ℓ.

Proof. We proceed by a plain induction on the lengthℓ of vector fields. For its base step, we saw that the
two vector fieldsL1,1 andL1,2 of the lengthℓ = 1 are of the homogeneous weight−1. Also by computing
the Lie bracketL2,3 = [L1,1,L1,2], one easily verifies that the only length2 field L2,3 is of the weight−2.
For the next lengths and as our induction hypothesis, assumethat all lengthℓ vector fields:

Lℓ :=
∑

i

ϕi
∂

∂wi

are weighted homogeneous of the weight−ℓ. Hence the nonzero polynomial coefficientsϕi(z, z, w,w) are
homogeneous of the weight[wi] − ℓ. Now, consider the new appearing vector fieldLℓ+1 = [L1,Lℓ] of
the weightℓ + 1. Then applying the Leibniz rule on the present expressions of the weighted homogeneous
vector fieldsL1 in (8) andLℓ, this Lie bracket manifests itself as a weight−(ℓ + 1) homogeneous vector
field, as was expected. �
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3.2. The associated initial coframes and their Darboux-Cartan structures. For ℓ = 1, . . . , ρ and
i = 1, . . . , 2 + k, let us denote byσℓ,i the dual 1-form associated to the initial vector fieldLℓ,i. Since
the collection of the weighted homogeneous vector fields{L1,1, . . . ,Lρ,2+k} forms a frame for the com-
plexified bundleC⊗ TMk, then the dual set{σ1,1, . . . , σρ,2+k} is a coframe for it.

Lemma 3.2. Given a frame
{
V1, . . . ,Vn

}
on an open subset ofRn enjoying the Lie structure:

[
Vi1 , Vi2

]
=

n∑

k=1

cki1,i2 Vk (16 i1 < i2 6n),

where thecki1,i2 are certain functions onRn, the dual coframe{ω1, . . . , ωn} satisfying by definition:

ωk
(
Vi

)
= δki

enjoys a quite similar Darboux-Cartan structure, up to an overall minus sign:

dωk = −
∑

16i1<i26n

cki1,i2 ω
i1 ∧ ωi2 (k=1 ···n).

Proceeding along the same lines as the proof of Lemma 3.1, oneverifies that the Lie bracket[Lℓ,Lℓ′ ]
of the two weight−ℓ and−ℓ′ initial fields is again homogeneous of the weight−(ℓ+ ℓ′). Then, as a local
section ofC⊗TMk, it should be generated as some combination of the length−(ℓ+ ℓ′) initial vector fields
in the frame{L1,1, . . . ,Lρ,2+k}. Thanks to the above Lemma, then it follows the Darboux-Cartan structure
of our initial coframe;

Proposition 3.3. The exterior differentiation of each1-formσℓ dual to the weight−ℓ initial vector fieldLℓ

is of the form:

dσℓ :=
∑

β+γ=ℓ

cβ,γ σβ ∧ σγ ,

for some constant complex integerscβ,γ . This equivalently means that in the expression of each correspond-
ing Lie bracket[Lβ,Lγ ], with β + γ = ℓ, one sees the coefficient−cβ,γ of Lℓ.

Weight association. Naturally, we associate the weight−ℓ to a certain 1-formσℓ,i and its differentiation
dσℓ,i associated to the weight−ℓ homogeneous vector fieldLℓ,i.

Another simple but quietly useful result is as follows;

Lemma 3.4. For each weight−ℓ initial 1-form σℓ,i with ℓ 6= 1, there is a weight−(ℓ − 1) initial 1-form
σℓ−1,j where eitherσℓ−1,j ∧ σ1,1 or σℓ−1,j ∧ σ1,2 is visibleuniquely in the Darboux-Cartan structure of
dσℓ,i.

Proof. This is a consequence of the fact that in the procedure of constructing our initial frame, each weight
−ℓ vector fieldLℓ,i is constructed as the Lie bracket betweenL1,1 or L1,2 and auniqueweight−(ℓ − 1)
vector filedLℓ−1,j . Then, Lemma 3.2 implies the desired results. �

3.3. Associated ambiguity matrix. After providing the above appropriate initial frame and coframe on the
complexified Tangent bundleC ⊗ TMk, now this is the time of seeking the associated ambiguity matrix of
the problem which actually encodes biholomorphic equivalences toMk. The procedure of constructing this
matrix is demonstrated in our recent works [29, 24, 21, 26] inthe specific cases ofk = 1, 2, 3, 4. Let us
explain it here in the general case of the CR modelsMk. Assume that:

h : Mk −→ M ′
k

(z, w) 7−→
(
z′(z, w), w′(z, w)

)

is a (biholomorphic) equivalence map between our(2+k)-dimensional CR modelMk and another arbitrary
(2+k)-dimensional totally nondegenerate and CR generic submanifold M ′

k ⊂ C1+k of codimensionk and
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in canonical coordinates
(
z′, w′

1, . . . , w
′
k

)
. Naturally, we assume thatM ′

k is also equipped with a frame of
2 + k lifted vector fields:

{

L1,1, L1,2, L2,3, L3,4, L3,5, . . . ,Lρ,2+k

}

where, as before,L1,1 andL1,2 = L1,1 are local generators ofT 1,0M ′
k andT 0,1M ′

k, respectively and where
each other vector fieldLℓ,i can be computed as an iterated Lie bracket betweenL1,1 andL1,2 of the length
ℓ, exactly as (9) for constructing the initial vector filedLℓ,i. The differentiation of the biholomorphismh:

h∗ : TMk −→ TM ′
k

induces a push-forward complexified map, still denoted by the same symbol with the customary abuse of
notation ([7]):

h∗ : C⊗ TMk −→ C⊗ TM ′
k,

z⊗ X 7−→ z⊗ h∗(X ).

Our current purpose is to seek the associated matrix to this linear map between the complexified vector
spacesC⊗ TMk andC⊗ TM ′

k.
According to principles in CR geometry ([7, 19]), the differentiationh∗ transfers every generator of

T 1,0Mk to a vector field in the same bundleT 1,0M ′
k. Hence for the single generatorL1,1 of T 1,0Mk, there

exists somenonzerofunctiona1 := a1(z
′, w′) with:

(10) h∗(L1,1) = a1 L1,1.

Moreover,h∗ preserves the conjugation, whence forL1,2 := L1,1, we have:

h∗(L1,2) = a1L1,2.

The third vector field in the basis ofC⊗ TMk is theimaginary fieldL2,1 := [L1,1,L1,2] which is our only
length two vector field. Here we have:

h∗(L2,3) = h∗
(
[L1,1,L1,2]

)
=

[
h∗(L1,1), h∗(L1,2)

]
=

[
a1L1,1, a1 L1,2

]
,

and if we expand it, then we obtain:

(11)

h∗(L2,3) = a1a1
[
L1,1L1,2

]
−a1 L1,2(a1)
︸ ︷︷ ︸

=: a2

L1,1 + a1L1,1

(
a1
)
L1,2

=: a1a1L2,3 + a2 L1,1 − a2 L1,2,

for a certain functiona2 := a2(z
′, w′).

Next in the length three, we have two iterated Lie brackets:

L3,4 := [L1,1,L2,3] and L3,5 := [L1,2,L2,3],

whereL3,5 = L3,4. In a similar fashion of computations, one finds:

(12)

h∗(L3,4) := a21a1 L3,4 +
(
a1 L1,1

(
a1a1

)
− a1a2

)

︸ ︷︷ ︸

=:a3

L2,3+

+
(
− a1a1 L2,3(a1) + a1L1,1(a2)− a2L1,1(a1) + a2L1,2(a1)

)

︸ ︷︷ ︸

=:a4

L1,1−

−a1L1,1

(
a2
)

︸ ︷︷ ︸

=:a5

L1,2,

for some three certain complex functionsaj := aj(z
′, w′), j = 3, 4, 5. By conjugation, we also have:

h∗(L3,5) = a1a
2
1L3,5 − a3L2,3 + a5L1,1 + a4L1,2.

Proceeding along the same lines of computations, then one finds the value of the linear differentiationh∗
on all the basis fieldsLℓ of C⊗ TMk. By a careful inspection of this procedure one observes that;
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Lemma 3.5. For a fixed lengthℓ initial vector fieldLℓ,i, the differentiation maph∗ transfers it to a combi-
nation like:

h∗(Lℓ,i) := a
p
1a

q
1 Lℓ,i +

∑

l<ℓ

arj Ll,r, with p+ q = ℓ

wherearjs are some (possibly zero) complex functions in terms of the target coordinates(z′, w′). In other
words,h∗(Lℓ,i0) is a combination of some coefficienta

p
1a

q
1 of the corresponding lifted vector fieldLℓ,i0 and

some other ones of absolutely smaller lengthsl < ℓ.

Accordingly, our sought invertible matrix associated to the linear maph∗ is a (2 + k) × (2 + k) upper
triangular matrix of the form:

(13)
















Lρ,i

Lρ−1,j

...
L3,5

L3,4

L2,3

L1,2

L1,1
















=

















a
p
1a

q
1 a• a• a• a• a• a• a•

0 a
p′

1 a
q′

1 a• a• a• a• a• a•

0 0
. . . a• . . . . . . . . . a•

0 . . . 0 a1a
2
1 0 −a3 a4 a5

0 . . . 0 0 a2
1a1 a3 a5 a4

0 0 . . . . . . 0 a1a1 −a2 a2

0 0 0 . . . . . . 0 a1 0

0 0 0 0 . . . . . . 0 a1

















·
















Lρ,i

Lρ−1,j

...
L3,5

L3,4

L2,3

L1,2

L1,1
















.

If on the main diagonal of the matrix and in front ofLℓ,r we haveapraqr , then we havepr + qr = ℓ

wherepr andqr are respectively the numbers of the appearingL1,1 andL1,2 in the iterated Lie bracket of
constructingLℓ,r (cf. (9)).

As a result ofexplicitnessin the already procedure of constructing the above desired matrix, we have also
the following key observation;

Lemma 3.6. In the case that both the group parametersa2 anda3, appeared in(11) and (12), vanish then
all the next parametersa4, a5, . . . vanish identically. Moreover as a nonzero complex function, if the first
group parametera1 is constant then all the next group parametersa2, a3, a4, . . . vanish identically, too.

Proof. To prove the assertion, first we claim that in the above procedure of computing the value ofh∗ on the
initial vector fields, all the appeared group parametersaj with j > 1 are some combinations of the iterated
{L1,1,L1,2}-differentiations of the first parametera1 and its conjugationa1. One can check the correctness
of this claim by a careful glance on the explicit expressionsof a2, a3, a4, a5 in (11) and (12), reminding that
by our assumption on the lifted vector fields, everyLℓ with ℓ > 1 is in fact an iterated Lie bracket between
two fundamental fieldsL1,1 andL1,2 (cf. (9)). We prove our claim by an induction on the length of the initial
fields and by perusing the image ofLℓ+1 = [L1,1,Lℓ,i] under the linear maph∗ (similar argument holds
in the case thatLℓ+1 = [L1,2,Lℓ]). As our induction hypothesis, assume that all the group parametersa•
appearing among computing the value ofh∗ on each initial fieldLl of the length less or equal toℓ is an
iterated{L1,1,L1,2}-differentiation ofa1. Then for the next lengthℓ+1 vector fieldLℓ+1 and according to
the above Lemma 3.5 we have:

h∗(Lℓ+1) =
[
h∗(L1,1), h∗(Lℓ,i)

]
=

[
a1L1,1, a

p
1a

q
1 Lℓ,i +

∑

l<ℓ

arj Ll,r

]
,

where, by hypothesis induction, the appearing coefficientsarj are some combinations of the iterated
{L1,1,L1,2}-differentiations ofa1. Then, computing this Lie bracket by means of the Leibniz rule, one
finds the new appearing coefficients, namely new group parameters, again as some combinations of the
iterated{L1,1,L1,2}-differentiations ofa1. This completes the proof of our claim.
Thus, ifa1 is constant then, clearly all the next parametersaj vanish, identically. Moreover, according to
(11) and (12) we have:

a2 = −a1 L1,2(a1),

a3 = a1 L1,1

(
a1a1

)
− a1a2,
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and by the assumptiona1 6= 0, then vanishing ofa2 anda3 implies that — remindingL1,2 = L1,1:

L1,1(a1) ≡ 0, L1,1(a1) ≡ 0, L1,2(a1) ≡ 0, L1,2(a1) ≡ 0.

Thus according to our claim, ifa2 anda3 vanish then all the next group parametersaj vanish, identically. �

Weight association.Let aj be a group parameter which has been appeared among computingthe value of
h∗ on a lengthℓ initial vector fieldLℓ. Then, from now on, we associate the weightℓ to this group parameter
and its conjugationaj. For example, according to (10), (11) and (12) we have:

[a1] = 1, [a2] = 2, [a3] = [a4] = [a5] = 3, · · · .

According to this association, the nonzero group parameters at each row of the above matrix (13) have equal
weight since they are actually coefficient functions appearing among computing the value ofh∗ on an initial
vector field of the similar length.

For each lifted vector fieldLℓ,i, let us considerΓℓ,i as its associated dual 1-form. Similar to initial 1-
formsσℓ,i, here we also associate the weight−ℓ to eachlifted 1-form Γℓ,i. The ambiguity matrix of our
equivalence problem, in question, is in fact the invertiblematrix associated to the dual linear map ofh∗.
Then, in terms of the dual basis of 1-forms it becomes, after aplain matrix transposition, as:

(14)




















Γρ,i

...
Γρ−1,j

...
Γ3,5

Γ3,4

Γ2,3

Γ1,2

Γ1,1




















=
























a
p
1a

q
1 0 0 0 0 0 0 0

0
...

...
...

...
...

...
...

a• a
p′

1 a
q′

1 0 0 . . . . . . 0 0

a• a•
. . . 0 0 . . . . . . 0

a• a• . . . a1a
2
1 0 0 . . . 0

a•

... . . . 0 a2
1a1 0 . . . 0

a•

... . . . −a3 a3 a1a1 0 0

a•

... . . . a4 a5 −a2 a1 0

a• a• . . . a5 a4 a2 0 a1
























︸ ︷︷ ︸

g

·




















σρ,i

...
σρ−1,j

...
σ3,5

σ3,4

σ2,3

σ1,2

σ1,1




















.

Remark 3.7. In order to know better this matrixg, it is important to notice that thanks to Lemma 3.5 and
for each arbitraryi-th columnof this matrix, the first nonzero entry, which is at the diagonal of the matrix,
is of a form likear1a

s
1. Also if the i-th row of the left (or right) hand side vertical matrix in (14) is of the

weight−ℓ, then all the entries below thisar1a
s
1 in g and in front of a weight−ℓ 1-form Γℓ are zero. This

fact is shown for example by the zero vector0 in the first column ofg or by the entry0 belowa1a
2
1 at the

middle of this matrix.

The collection of all invertible matrices of the formg constitutes a finite dimensional (matrix) Lie group
G, called by thestructure Lie groupof the equivalence problem to the CR modelMk.

Lemma 3.8. All the group parameters appearing at thei-th column ofg are of the same weight equal to
the length of the1-forms at thei-th row of the left (or right) hand side vertical matrices of(14).

Proof. It is a straightforward consequence of the two paragraphs mentioned before the equality (14). �

Recall that (see(6) and the paragraph after it) the defining equations of ourk-codimensional CR model
Mk ⊂ C1+k are precisely those of a CR modelMk−1 of codimensionk − 1 added just by the last equation
wk − wk = 2iΦk(z, z, w,w). Then one finds out that;
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Proposition 3.9. the (k − 1) × (k − 1) ambiguity matrixgk−1 associated to the CR modelMk−1 is a
submatrix of the ambiguity matrixg associated toMk. More precisely, we have (cf.(14)):

(15) g =















a
p
1a

q
1 0 0 · · · 0 0 0 0

0

a•
...
a•
a•
a•
a•













gk−1



























.

Proof. Let Mk−1 be of the lengthρ′ ≤ ρ. If we proceedab initio along the procedure of constructing an
initial frame for the CR modelMk−1 (cf. subsection 3.1), then we realize that though here the expressions
of initial vector fields of the appearing frame{L old

1,1 ,L
old
1,2 , . . . ,L

old
ρ′,1+k} are slightly different (at least they

do not contain any coefficient of∂
∂wk

) but according to the totally nondegeneracy ofMk−1 one can construct

them by means of the iterated Lie brackets ofL old
1,1 andL old

1,2 of T 1,0Mk−1 andT 0,1Mk−1; exactly as those
for the initial vector fields onMk (cf. (9)) — here we assign the symbol”old” to objects corresponding
to Mk−1. More precisely, if we haveL old

ℓ,j = [L old
1 ,L old

ℓ−1,i] then correspondingly we should haveLℓ,j =

[L1,Lℓ−1,i]. Now, for a general biholomorphismhold : Mk−1 → M ′
k−1 and proceeding along the same

lines of computing the value ofhold∗ : C ⊗ TMk−1 → C ⊗ TM ′
k−1 as subsection 3.3 then, one finds that if

we have (cf. Lemma 3.5):

h∗(Lℓ,i) := a
p
1a

q
1Lℓ,i +

∑

l<ℓ

arj Ll,r, (i=1,...,1+k)

then correspondingly we also should have:

hold∗ (L old
ℓ,i ) := a

p
1a

q
1L

old
ℓ,i +

∑

l<ℓ

arj L
old
l,r , (i=1,...,1+k),

though in the former case the appearing group parameter-functions are in terms of the complex variables
z, w1, . . . , wk−1, wk while in the latter case they do not admit the last onewk. The only distinction here is
that the frame ofMk has one more initial vector field, namelyLρ,2+k for which its value underh∗ should
be computed, separately. This valueh∗(Lρ,2+k) manifests itself as the first column ofg. �

Remark 3.10. By an inspection of the above proof, one finds that among the construction of the ambiguity
matrix associated toMk−1, the assigned weights to all the appearing initial vector fields, 1-forms and group
parameters will be exactly as their corresponding ones in the case ofMk.

3.4. Associated structure equations.After providing the preliminary equipments of the (biholomorphic)
equivalence problem to our CR modelMk, including its associated initial frame and coframe, Darboux-
Cartan structure and the desired ambiguity matrix, now it isthe time of launching the Cartan’s method of
solving this problem. For this aim, first we have to compute the so-called associated structure equations.

The procedure of constructing desired structure equationsbegins by the exterior differentiation from the
both sides of the equation (14). AssumingΓ := (Γρ,2+k, . . . ,Γ1,1)

t andΣ := (σρ,2+k, . . . , σ1,1)
t as our

lifted and initial coframes, then by differentiating the equality Γ = g · Σ we have:

(16) dΓ = dg ∧ Σ+ g · dΣ.

For the first partdg ∧ Σ of this equation, one can replace it by:

dg · g−1

︸ ︷︷ ︸

ωMC

∧g · Σ
︸︷︷︸

Γ

,
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whereωMC is the well-known Maurer-Cartan form of the matrix Lie groupG. Sinceg is a lower triangular
matrix with the powers of the formar1a

s
1 on its main diagonal (cf. (14)), then the associated Maurer-Cartan

matrix is again a lower triangular matrix of the form:

(17) ωMC :=










pα+ qα 0 0 0 0
δ• p′α+ q′α 0 0 0
...

...
. .. · · · · · ·

δ• δ• δ• α 0
δ• δ• δ• δ• α










,

with:

α :=
d a1

a1
and withδ•s as some (possibly zero) certain combinations of the standard formsdaj , j = 1, 2, . . . with the
coefficient functions in terms ofa1, a2, . . .. Thus, the equation (16) will take the expanded form:

(18)
















dΓρ,i

dΓρ−1,j

...
dΓ3,5

dΓ3,4

dΓ2,3

dΓ1,2

dΓ1,1
















=










pα+ qα 0 0 0 0

δ• p′α+ q′α 0 0 0

...
...

. . . · · · · · ·
δ• δ• δ• α 0

δ• δ• δ• δ• α










︸ ︷︷ ︸

ωnew
MC

∧
















Γρ,i

Γρ−1,j

...
Γ3,5

Γ3,4

Γ2,3

Γ1,2

Γ1,1
















+





















a1a1 0 0 0 0 0 0 0

a• a
p′

1 a
q′

1 0 0 . . . . . . 0 0

a• a•
. . . 0 0 . . . . . . 0

a• a• a• a1a
2
1 0 0 . . . 0

a•

... a• 0 a2
1a1 0 . . . 0

a•

... a• −a3 a3 a1a1 0 0

a•

... a• a4 a5 −a2 a1 0

a• a• a• a5 a4 a2 0 a1





















︸ ︷︷ ︸

g

·
















dσρ,i

dσρ−1,j

...
dσ3,5

dσ3,4

dσ2,3

dσ1,2

dσ1,1
















.

These equations are called thestructure equationsof the biholomorphic equivalence problem toMk. The
following lemma is encouraging enough to have some rigorousweight analysis on the structure equations
in the next section. Recall that for each termajdσℓ,i, coming from the last matrix multiplication of (18), the
associated weight is naturally defined as[aj ] + [dσℓ,i].

Lemma 3.11. All entries of the vertical matrixg ·dΣ at the right hand side of the above structure equations
(18)are homogeneous of the equal weight zero.

Proof. It is a straightforward consequence of Lemma 3.8, remindingthat if σℓ is a lengthℓ initial 1-form
then the assigned weight to it and its differentiationdσℓ is −ℓ. �

As one observes, the first matrix term of the structure equations (18) is only in terms of the wedge products
between Maurer-Cartan and lifted 1-forms while, still, thesecond termg · dΣ is expressed in terms of the
initial 2-formsdσ•. But, using the Darboux-Cartan structure computed in Proposition 3.3, one can replace
each 2-formdσ• by some combination of the wedge products between initial 1-formsσ•. Afterward, by
means of the equality:

Σ = g−1 · Γ,

it is also possible to replace each initial 1-formσ• by some combination of the lifted 1-formsΓ•. Doing so,
then all differentiations at the right hand side vertical matrix g ·dΣ of (18) will be expressed simultaneously
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in terms of the wedge products of the lifted 1-formsΓ•. Consequently, our structure equations will be
independent of the initial 1-forms and can be rewritten in the form:

(19)

dΓℓ,i := (pi α+ qi α) ∧ Γℓ,i +
∑

r,j, l	ℓ

δr ∧ Γl,j

+
∑

l,j,m,n

T i
jn(a•) Γl,j ∧ Γm,n, (ℓ=1,...,ρ, i=1,...,2+k),

whereT i
jns are some certain functions in terms of the group parametersa• which are called by thetorsion

coefficientsof the problem.

Remark 3.12. Since our ambiguity matrixg is invertible and lower triangular with the powersap1a
q
1 at

its diagonal, then a simple induction on the number of its column and rows shows that its inversiong−1

is again lower triangular and its non-diagonal entries are some fraction polynomial functions where their
denominators are only some powers of the formar1a

s
1. Also, if thei-th diagonal entry ofg is, say,ap1a

q
1 then

this entry ing−1 is 1
a
p
1
a
q
1

. Finally, thanks to Lemma 3.5 and again sinceg is a lower triangular matrix, then

in the expression of each lengthℓ lifted 1-from Γℓ,i in the equation (14), the only appearing initial 1-form
of the lengths6 ℓ is σℓ,i. Consequently, we encounter the same fact in expressing each initial 1-formσℓ,i in
terms of the lifted ones by means of the equalityΣ = g−1 · Γ. This means that if thei-th row σℓ,i0 of the
vertical matrixΣ is of the lengthℓ then thei-th row ofg−1 is of the form:

(
c•, . . . , c•, 0, . . . , 0

︸ ︷︷ ︸

t1times

,
1

ar1a
s
1

︸ ︷︷ ︸

i−th place

, 0, . . . , 0
︸ ︷︷ ︸

t2 times

)

wherer+ s = ℓ andt1+ t2 is at least equal to the number of all initial 1-formsσ• of the lengths6 ℓ, except
σℓ,i0 . One notices that here of course we havet2 = 2 + k − i.

4. WEIGHT ANALYSIS ON THE STRUCTURE EQUATIONS

In the previous section, we assigned naturally some weightsto the complex variables, initial and lifted
vector fields and 1-forms, their differentiations and also to group parameters. in this section, our main
aim is to show that all the appearing torsion coefficients in the constructed structure equations (19) are
homogeneous of the same weight zero. These torsion coefficients are some polynomial fractions in terms of
the group parameters with only some powers ofa1 anda1 in their denominators (cf. Remark 3.12). We also
will inspect more the inverse matrixg−1.

Definition 4.1. Let:

f(a1, a2, · · · ) =
ar11 as11 as22 as22 · · · arnn asnn

ar1a
s
1

be an arbitrary monomial fraction in terms of the group parameters. Then the weight off is defined as:

[f ] = r1[a1] + s1[a1] + r2[a2] + s2[a2] + · · ·+ rn[an] + sn[an]− r[a1]− s[a1].

A weighted homogeneous polynomial fraction is a sum of some monomial fractions as above of the same
weigh.

As stated in Lemma 3.8, all the nonzero entries in a fixed column of our ambiguity matrixg are of the
same weight. Our next goal is to show that in the inverse matrix g−1, the rows enjoy a similar fact.

Lemma 4.2. Fix an integeri0 = 1, . . . , 2 + k and let−ℓ be the weight of the1-formσℓ at thei0-th row of
the vertical matrix:

Σ =
(
σρ,2+k, . . . , σ1,2, σ1,1

)t
,

appearing in(14). Then:

(i) all the nonzero entries of thei0-th row ofg−1 are of the same homogeneous weight−ℓ, too.
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(ii) if the (i0j)-th entryei0j , at thei0-th row ofg is of the weightℓ + 1, then this entry ing−1 is of the
form:

−
ei0j

am1 an1
for some constant integersm andn.

Proof. We prove the assertion by an induction on the CR codimensionk of the CR model, under study. The
base of this induction is provided in [21, p. 104] fork = 3. Thanks to Proposition 3.9, one shows that if
g−1
k−1 is the inverse of the ambiguity matrixgk−1 associated to the equivalence problem to the CR model

Mk−1 of codimensionk − 1, then we have:

(20) g
−1

=

















1

a
p

1
a
q

1

0 0 · · · 0 0 0 0

0

bj

...
b4

b3

b2

b1













g−1

k−1





























,

with p+ q = ρ and for some certain functionsb•. Thus according to Remark 3.10 and to prove the first part
of the assertion, it suffices to show it just for the new entrybt at thei0-th row ofg−1. According to Lemma
3.8, all the nonzero group parameters at the first column ofg are of the same maximum weightρ. By our
induction hypothesis and exceptbt, we know that all the nonzero entries at thei0-th row ofg−1 are of the
same weight−ℓ. Our aim is to show thatbt is also of this weight. Multiplying thei0-th row ofg−1 by the
first column ofg gives:

bt · (a
p
1a

q
1) + Ψ = 0

whereΨ is some function of the weightρ − ℓ. Taking into account thatp + q = ρ, then the polynomial
fractionbt = − Ψ

a
p
1
a
q
1

is of the homogeneous weightρ− ℓ− ρ = −ℓ, as we expect.

For the second part of the assertion and according to our induction, it suffices to prove it only for some of
the entriesei01 at the first column ofg. These entries are all of the same maximum weightρ and hence we
have to look for weight−(ρ − 1) rows of the inverse matrixg−1. These rows start immediately after the
zero vector0 at the first column and are in front of the weight−(ρ−1) initial 1-formsσρ−1,j in the equation
(14). Let us assume thatbr is at thei0-th such rows ofg−1. Then, this row is of the form (cf. Remark 3.12):

(
br, c1, . . . , ct, 0, . . . , 0,

1

ar1a
s
1

︸ ︷︷ ︸

i0-th place

, 0, . . . , 0
)
,

wheret+1 is the number of the weightρ lifted 1-formsσρ. Moreover, let us assume that at thei0-th row of
the first column ofg is ei01. Then, multiplying again the above row ofg−1 to the first column ofg implies
that:

br · (a
p
1a

q
1) +

ei1

ar1a
s
1

= 0

and hence:
br = −

ei1

a
p+r
1 a

q+s
1

,

as was desired. �

Roughly speaking, the first part(i) of this lemma states that for each fixed row of the three matrices
appearing in the equationΣ = g−1 · Γ, all the nonzero entries are of the same weight. Furthermore, taking
into account the shape of the lower triangular matrixg−1 and by the first part of the above lemma, one
observes that;
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Lemma 4.3. For each weight−ℓ initial 1-formσℓ,i, its expression in terms of the lifted1-forms is as follows:

σℓ,i :=
∑

l	ℓ

Ai
j(a•) Γl,j +

1

a
pi
1 a

qi
1

Γℓ,i,

with pi + qi = ℓ and for some weighted homogeneous polynomial fractionsAi
j of the weight−ℓ where their

denominators are some powers of onlya1 anda1.

Also, after expressing each initial 1-formσ in terms of the lifted onesΓ by means of the inverse matrix
g−1, then the second part of Lemma 4.2 implies that;

Lemma 4.4. If in the structure equationdΓℓ−1,m of (18)we have the termajdσℓ,n for some (possibly zero)
group parameteraj, then the coefficient ofΓℓ,n in the expression ofσℓ−1,m is of the form−

aj
ar
1
as
1

for some
constant integersr ands.

Proof. First one notices that according to Lemma 3.11, the group parameteraj should be of the weightℓ.
The termajdσℓ,n in (18) can come only from the second partg · dΣ of this matrix equation and hence the
appearance of this term in the structure equationdΓℓ−1,m means that the coefficient ofσℓ,n in the expression
of Γℓ−1,m — coming from the equalityΓ = g · Σ — is aj:









...

...
Γℓ−1,m

...









︸ ︷︷ ︸

Γ

=









...
...

...
...

...
...

...
...

. . . aj . . . . . .
...

...
...

...









︸ ︷︷ ︸

g

·









...
σℓ,n

...

...









.

︸ ︷︷ ︸

Σ

As one sees in the above matrix equality, the weightℓ group parameteraj is settled in a certain row ofg in
front of a weight−(ℓ− 1) row ofΓ (andΣ). Then according to the second part(ii) of Lemma 4.2, we have
some− aj

ar
1
as
1

in the same entry of the inverse matrixg−1. But this entry in the inverse matrix determines,

through the equalityΣ = g−1 · Γ, the coefficient of the lifted 1-formΓℓ,n in the expression ofσℓ−1,m. �

This suggests that if we are seeking the coefficient ofΓℓ,n in the expression of someσℓ−1,m, then it is
opposite to the fraction of the coefficient ofdσℓ,,n in the structure equationdΓℓ−1,m by some powers ofa1
anda1.

Now, we are ready to prove the main result of this section;

Proposition 4.5. All torsion coefficientsT i
jn(a•) appearing among the structure equations(19)are weighted

homogeneous polynomial fractions of the equal weight zero where their denominators are some powers of
only a1 anda1.

Proof. According to (18), each structure equation can be expressedas:

dΓℓ,i = (piα+ qiα) ∧ Γℓ,i +
∑

l	ℓ

δij ∧ Γl,j +
∑

l	ℓ

aijdσl,j + a
pi
1 a

qi
1 dσℓ,i

with pi + qi = ℓ. Our torsion coefficients come from the last parts:

(21)
∑

l	ℓ

aijdσl,j + a
pi
1 a

qi
1 dσℓ,i

of this equation after replacing each differentiationdσ• according to the Darboux-Cartan structure computed
in Proposition 3.3 and next substituting each initial 1-form σ• with some combinations of lifted 1-formsΓ•

by means of the equalityΣ = g−1 · Γ. Thanks to Lemma 3.11, the weight of the coefficientaij in the term
aijdσl,j of (21) isl . On the other hand, according to Proposition 3.3, we have:

dσl,j :=
∑

β,γ

cβ,γ σβ ∧ σγ with β + γ = l.
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After replacing the expressions ofσβ andσγ as Lemma 4.3, such Darboux-Cartan structure takes the form:

dσl,j =
∑

l1,l2>l

Tj
m,n(a•) Γl1,m ∧ Γl2,n

where the polynomial fractionsTj
m,n appear as multiplications of some weight−β and−γ polynomial

fractions. Thus, all the coefficientsTj
m,n are of the same weight−β−γ = −l. Now, our torsion coefficients

T
j
m,n come from the termsaijdσl,j in the above structure equations (21) by multiplying the functionsTj

m,n

by the weightl group parameteraij and this results some weighted homogeneous polynomial fractions of
the equal weight zero. �

5. PICKING UP AN APPROPRIATE WEIGHTED HOMOGENEOUS SUBSYSTEM

After providing the structure equations of the biholomorphic equivalence problem toMk, now we are
ready to apply the Cartan’s method which includes three major partsabsorbtion, normalizationandprolon-
gation. The main result behind the first two parts is the following;

Proposition 5.1. (see[21, Proposition 4.7]) In the structure equations:

dθi =
n∑

k=1

( r∑

s=1

ciks α
s +

k−1∑

j=1

T i
jk θ

j

)

∧ θk (i=1 ···n),

one can replace each Maurer-Cartan formαs and each torsion coefficientT i
jk with:

(22)

αs 7−→ αs +
n∑

j=1

zsj θ
j

(s=1 ··· r),

T i
jk 7−→ T i

jk +

r∑

s=1

(
cijs z

s
k − ciks z

s
j

)
(i=1 ···n ; 16 j < k6n),

for some arbitrary functionsz•• on the base manifoldM .

This proposition permits one to substitute each Maurer-Cartan 1-formα andδj in the structure equations
by any combination of the form:

(23)
α 7→ α+ t2+k Γρ,2+k + . . . + t2 Γ1,2 + t1 Γ1,1,

δj 7→ δj + s
j
2+k Γρ,2+k + . . .+ s

j
2 Γ1,2 + s

j
1 Γ1,1,

for some arbitrary coefficient functionst• ands••. In the absorption-normalization step, we can apply such
substitutions (absorption) and try to convert new coefficients of the wedge productsΓℓ1,i1 ∧ Γℓ2,i2 to some
constant integers — possibly zero — by appropriate determinations of the arbitrary functionst•, s••. But,
to convert all the already mentioned coefficients to some constant integers, it may be inadequate only ap-
propriate determination of these arbitrary functions but also it is necessitates to determine — or normalize
in this literature — some of the group parameters, appropriately. In fact, after appropriate determination
of the arbitrary coefficient functionst• ands••, it is possible to remain still some non-constant coefficient
functions of the mentioned wedge products. Such coefficients, which we call them byessential torsion co-
efficients, are some combinations of the extant torsion coefficients and are in terms of the group parameters
a•. In the normalization step, we shall also converts these essential torsion coefficients to some constant
integers — possibly zero — by appropriate determination of some group parameters.

Thus to proceed along the absorption and normalization steps, one has to solve an arising polynomial
system witht•, s•• and some of the group parameters as its unknowns. But the virtual importance of the
solution of this system is not determining the coefficient functionst• and s•• but it is actually the found
values of involving group parametersa•. But unfortunately, solving such arising polynomial system —
specifically in this general manner — may cause some unavoidable and serious algebraic complexity, the
size of which increases considerably as soon as the codimension k increases, even by one unit. To bypass
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and manipulate such complexity, in this section we introduce a method of picking up an appropriate and
convenient subsystem for which it affords all results that we are seeking from the solution of the original
system. At first, we need the following useful lemma;

Lemma 5.2. Assume thatσℓ−1,i∧σ1,t, for t = 1 or 2, is the unique appearing wedge product in the Darboux-
Cartan structure ofdσℓ,j, as stated in Lemma 3.4. Then, among all the expressions of differentiationsdσl,r,
with l > ℓ, in terms of the wedge products of the lifted1-forms, a nonzero coefficient ofΓℓ−1,i∧Γ1,t appears
uniquely indσℓ,j. Such coefficient is a fraction of the form1

a
p
1
a
q
1

for some constant integersp andq.

Proof. Sinceg−1 is a lower triangular matrix, then in the expression of eachσℓ′,r by means of the equality
Σ = g−1 · Γ, the only appearing lifted 1-formΓl,m with l 6 ℓ′ is some 1

a
p
1
a
q
1

Γℓ′,r (cf. Remark 3.12). In

particular, the only initial 1-form having some coefficientof Γ1,1 in its expression isσ1,1 and this coefficient
is 1

a1
; also, the only initial 1-form admitting some coefficient ofΓ1,2 isσ1,2 and this coefficient is just1

a1
. If in

the expression of a differentiationdσl0,r, with l0 > ℓ, it is found a nonzero coefficient ofΓℓ−1,i∧Γ1,t then in
its Darboux-Cartan structure,dσl0,r includes some nonzero coefficient of the wedge productσl′,i∧σ1,t with
l′ 6 ℓ−1. But if σl′,i∧σ1,t appears in the Darboux-Cartan structure ofdσl0,r then Lemma 3.3 implies that we
should havel′+1 = l0 > ℓ and whencel′ > ℓ−1. Consequently, we havel′ = ℓ−1 and thusσl′,i = σℓ−1,i.
But according to our assumption,σℓ−1,i ∧ σ1,t appears uniquely in the Darboux-Cartan structure ofdσℓ,j
and hence we should havedσl0,r = dσℓ,j, as desired. In addition, the coefficientΓℓ−1,i∧Γ1,t in dσℓ,j comes
from the wedge productσℓ−1,i ∧ σ1,t in its Darboux-Cartan structure and according to what mentioned at
the beginning of the proof, it will be nothing but some fraction like 1

a
p
1
a
q
1

. �

5.1. Picking up an appropriate subsystem.Consider a weight−(ρ− 1) structure equation:

(24)

dΓρ−1,i0 =
(
pi0α+ qi0α

)
∧ Γρ−1,i0 +

∑

j

δij ∧ Γρ,j

+
∑

r

air dσρ,r + a
pi0
1 a

qi0
1 dσρ−1,i0

as one of those in (18). Lemma 3.11 implies that all the above group parametersair are of the weightρ and
alsopi0 + qi0 = ρ− 1 (seethe paragraph after equation (13)). Then, as a consequence of the above Lemma
5.2 and for each fixed termair dσρ,r of the above structure equation, one finds a unique wedge product:

(25)
air

a
p•
1 a

q•
1

Γρ−1,jr ∧ Γ1,tr ,

coming from a uniquely appearingσρ−1,jr ∧σ1,tr in the Darboux-Cartan structure ofdσρ,r for which no any
other weight−ρ differentiationdσρ,r′ in the above structure equation gives any nonzero coefficient of such
Γρ−1,jr ∧ Γ1,tr .

Now, let us inspect whether it is possible for the other termsin (24) to produce any nonzero coefficient of
the same productΓρ−1,jr∧Γ1,tr . We begin with the last terma

pi0
1 a

qi0
1 dσρ−1,i0 . According to the constructed

Darboux-Cartan structure in Proposition 3.3, if we assume that:

dσρ−1,i0 =
∑

l1+l2=ρ−1

cl1,l2σl1,m ∧ σl2,m

then to pick a wedge product of the formΓρ−1,jr ∧ Γ1,tr we have to look for the terms of the form2

cmσρ−2,m ∧ σ1,tr in the above expression and next pick the coefficient ofΓρ−1,jr from the expression of
σρ−2,m. According to Lemma 4.4 and if we assume that the coefficient of dσρ−1,jr in the structure equation
of dΓρ−2,m is a weightρ− 1 group parameterajm, then this desired coefficient will be of the form− ajm

a
r•
1

a
s•
1

2Remind that one can find the lifted 1-formsΓ1,1 andΓ1,2 only in the expressions ofσ1,1 andσ1,2, respectively.
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for some constant integersr• ands•
3. Hence the the last terma

pi0
1 a

qi0
1 dσρ−1,i0 may give some term like:

(26) −
(∑

m

cm
ajm

ar•1 as•1

)
Γρ−1,jr ∧ Γ1,tr .

for some weightρ− 1 group parametersajm.
The second part

∑

j δij ∧ Γρ,j of the structure equation (24) does not give any nonzero coefficient of the
wedge productΓρ−1,jr ∧ Γ1,tr but, nevertheless, after the substitutions (23) in the firstpart(pi0α+ qi0α) ∧
Γρ−1,i0 , we receive two terms:

(27) − (pi0t1 + qi0t2) Γρ−1,i0 ∧ Γ1,1 and − (pi0t2 + qi0t1) Γρ−1,i0 ∧ Γ1,2,

where in the case thati0 = jr, then they will be of the same form as the wedge productΓρ−1,jr ∧ Γ1,tr , in
question.

Then, all possible coefficients of the wedge productΓρ−1,jr ∧Γ1,tr in the above weight−(ρ−1) structure
equation (24) are those presented in (25, 26, 27). Equating this coefficient to zero — as is the method of
absorption-normalization — then one finds some fraction polynomial equation of the form:

air
a
p•
1 a

q•
1

−
∑

m

cm
ajm

ar•1 as•1
= air t1 + bir t2 + a′ir t1 + b′ir t2,

for some (possibly zero) constantsair , bir , a
′
ir , b

′
ir . Here, the left hand side of this equation is in fact the

possible torsion coefficient ofΓρ−1,jr ∧ Γ1,tr in the structure equation (24) which comes from (25, 26).
Hence according to Proposition 4.5, it is of the weight zero.Minding that hereair is a weightρ parameter
while ajms are of the weightρ − 1, then multiplying both side of this equation by the denominator ap•1 a

q•
1

gives the following equivalentweighted homogeneouspolynomial equation — here we assign naturally the
weight zero to the parameterst1, t2 and their conjugations:

(28) air −
∑

m

cm a
r′
•

1 a
s′
•

1 ajm = a
p•
1 a

q•
1

(
ai0t1 + bi0t2 + a′i0t1 + b′i0t2

)
.

Proceeding along the same lines of computations, it ensues that;

Proposition 5.3. Among the procedure of absorbtion and associated to each weight ρ group parameter
air appearing in an arbitrary weight−(ρ− 1) structure equation(24), one finds a weighted homogeneous
parametric complex polynomial equation as(28), expressingair in terms ofa1, a1, some weightρ−1 group
parametersajm and two parameterst1 andt2.

This constructive result is generalizable to arbitrary weights−ℓ = −(ρ − 1), . . . ,−1. To make it more
precise, for each weight−ℓ structure equation:

(29)

dΓℓ,m = (pmα+ qmα) ∧ Γℓ,m +
∑

l	ℓ

δit ∧ Γl,j

+
∑

l≥ℓ+2, n

ajndσl,n +
∑

r

ajrdσℓ+1,r + a
pm
1 a

qm
1 dσℓ,m,

in (18) andjust for eachterm of the formajr0dσℓ+1,r0 in the penultimate part
∑

r ajrdσℓ+1,r, we shall seek
the coefficient of the wedge productΓℓ,ij∧Γ1,tr whereσℓ,ij∧σ1,tr is visible uniquely in the Darboux-Cartan
structure ofdσℓ+1,r0. (cf. Lemma 3.4). Let us look for it, part by part.

According to Lemma 5.2, from the part
∑

l≥ℓ+2,n ajndσl,n +
∑

r ajrdσℓ+1,r one finds merely one
nonzero coefficient of the form:

ajr0
a
p•
1 a

q•
1

Γℓ,ij ∧ Γ1,tr

which comes just from the termajr0 dσℓ+1,r0. Here notice thatajr0 is of the weightℓ+ 1.

3Notice also that hereajm can be zero and it does not effect our next results.
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Moreover, by a similar argument like that presented before (26), one realizes that the last term
a
pm
1 a

qm
1 dσℓ,m may produce some (possibly zero) coefficient of the form:

(30) −
(∑

m

cm
aim

ar•1 as•1

)
Γℓ,ij ∧ Γ1,tr

for some weightℓ group parametersaim .
The second term

∑

l	ℓ δit ∧Γl,j will not introduce any nonzero coefficient ofΓℓ,ij ∧Γ1,tr while after the
substitutions (23) in the first part(pmα+ qmα) ∧ Γℓ,m, one may find some terms like:

(31) − (pmt1 + qmt2) Γℓ,m ∧ Γ1,1 and − (pmt2 + qmt1) Γℓ,m ∧ Γ1,2,

where in the case thatm = ij , then they will be of the same form as the wedge productΓℓ,ij ∧ Γ1,tr , in
question.

Summing up the computations and by equating to zero the coefficient ofΓℓ,ij ∧ Γ1,tr in the structure
equation ofdΓℓ,m, after absorption, then we find a weight zero homogeneous equation of the form:

ajr0
a
p•
1 a

q•
1

−
∑

m

cm
aim

ar•1 as•1
= ajr0 t1 + bjr0 t2 + a′jr0 t1 + b′jr0 t2,

where after some sufficient multiplication by powers ofa1 anda1, it converts to a weighted homogeneous
parametric polynomial equation:

(32) ajr0 −
∑

m

cm a
r′
•

1 a
s′
•

1 aim = a
p•
1 a

q•
1

(
ajr0 t1 + bjr0 t2 + a′jr0 t1 + b′jr0 t2

)
.

Here notice thatajr0 is of the weightℓ+ 1 while the weight ofaims isℓ.

Proposition 5.4. (Extension of Proposition 5.3)Let ℓ = 1, . . . , ρ − 1. Then, among the procedure of
absorbtion and associated to each weightℓ + 1 group parameterajr0 appearing in an arbitrary weight
−ℓ structure equation(29), one finds a weighted homogeneous parametric complex polynomial equation as
(32), expressingajr0 in terms ofa1, a1, some weightℓ group parametersaim and two parameterst1 andt2.

Let us denote byS the weighted homogeneous parametric polynomial system4 of equations mentioned
in the above proposition and extracted throughout the weight −1, . . . ,−(ρ− 1) structure equationsdΓℓ,i in
(18), after absorption. Among this systemS, two equations coming from the last two structure equations:

dΓ2,3 = (α+ α) ∧ Γ2,3 +
∑

l	2

δij ∧ Γl,j +
∑

l	3

aij dσl,j + a3 dσ3,4 + a3 dσ3,5 + a1a1 dσ2,3,

dΓ1,1 = α ∧ Γ1,1 +
∑

l	1

δij ∧ Γl,j +
∑

l	2

aij dσl,j + a2 dσ2,3 + a1 dσ1,1

are of particular importance. According to our suggested method, in the weight−2 structure equationdΓ2,3

we should focus on the terma3 dσ3,4 sincedσ3,4, together withdσ3,5, are the only weight−(2 + 1) = −3
differentiations visible in it. SinceL3,4 = [L1,1,L2,3], then the uniquely appearing wedge product in the
Darboux-Cartan structure ofdσ3,4 is σ2,3 ∧ σ1,1 (cf. Lemma 3.4 and its proof). Thus, we shall look for the
(torsion) coefficient ofΓ2,3 ∧ Γ1,1 in this structure equationdΓ2,3. Then, correspondingly we will find a
weighted homogeneous equation, expressinga3 in terms ofa1, a2, t1, t2 and their conjugations. Also in the
weight−1 structure equationdΓ1,1 we should focus on the single terma2 dσ2,3. The uniquely appearing
wedge product in the Darboux-Cartan structure ofdσ2,3 is σ1,1 ∧ σ1,2, then let us find the coefficient of
Γ1,1 ∧ Γ1,2 in this structure equation. This will give us a weighted homogeneous equation that expressesa2

4Notice that this system does not involve all the group parametersa•. Also, it involves only the parameterst1 andt2 in the
substitutions (23).
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in terms ofa1, t1, t2 and their conjugations. Performing necessary computations, we respectively find the
following two weight zero homogeneous equations, after applying the substitutions (23):

(33)

a3

a21a1
+ i

a2

a1a1
= t1 + t2,

i
a2

a1a1
= t2,

which give, surprisingly, the parameterst1 andt2 as some weight zero expressions:

(34) t1 =
a3

a21a1
+ 2i

a2

a1a1
, t2 = i

a2

a1a1
.

Putting these expression inS and multiplying again the appearing fractional equations by some sufficient
powers ofa1 anda1, then one finds it as a weighted homogeneous polynomial system with no any param-
eter. Excepta2 anda3 that we already spent their associated equations (33) to findthe expressions of the
parameterst1 andt2, for each other involving group parametersa• there exists one equation inS that ex-
presses it in terms of some lower weight group parameters. Our next goal is to find two more polynomial
equations includinga2 anda3 as their unknowns, too.

5.1.1. Structure equations of the weight−ρ. One might be somehow surprised that since the beginning of
this subsection 5.1, we have not talked about the weight−ρ structure equations, yet. In fact, our main trick
was to retain these structure equations for our current aim of providing two more weighted homogeneous
equations containinga2 anda3 as their unknowns5. One notices that the method suggested above, can not
be applied on a weight−ρ structure equation:

(35) dΓρ,i = (piα+ qiα) ∧ Γρ,i + a
pi
1 a

qi
1 dσρ,i

since, obviously, it does not contain any terma• dσ• with dσ• of the weight−(ρ+1). However, here we can
think about picking up coefficients of the wedge products likeΓρ,i ∧ Γ1,t from dΓρ,i for t = 1, 2. Making
it more precise and associated to each structure equationdΓρ,i, one finds the Darboux-Cartan structure
of dσρ,i, visible in it, as a combination of some certain wedge products σρ−1,j ∧ σ1,t (cf. Lemma 3.3).
According to Lemma 4.4, if the coefficient ofdσρ,i in the weight−(ρ − 1) structure equationdΓρ−1,j —
considered at the beginning of this subsection — is a (possibly zero) weightρ group parameterajr , then
the coefficient ofΓρ,i in σρ−1,j is some fraction of the form− ajr

a•
1
a•
1

. Moreover, sinceσρ−1,j has no any
nonzero coefficient ofΓ1,t, then the coefficient of the sought wedge productΓρ,i ∧ Γ1,t in σρ−1,j ∧ σ1,t is
the multiplication between the coefficient− ajr

a•
1
a•
1

of Γρ,i in σρ−1,j and the coefficient ofΓ1,t in σ1,t, which

is 1
a1

wheret = 1 and 1
a1

wheret = 2. This implies that:

(i) After absorption and equating to zero the coefficients ofΓρ,i ∧ Γ1,1 andΓρ,i ∧ Γ1,2 in this structure
equationdΓρ,i, then one finds:

(36)

∑

jr

ajr
a•1a

•
1

+ pi t1 + qi t2 = 0,

∑

j′r

aj′r
a•1a

•
1

+ qi t1 + pi t2 = 0,

where according to (34) they are actually two equations in terms ofa2, a3 and some other weightρ
group parameters onesajr .

(ii) In the systemS, one finds some polynomial equations which expressajrs anda′jrs in terms of some
lower weight group parameters.

5Actually in CR dimension1, the reason of satisfying the Beloshapka’s maximum conjecture in the lengthsρ > 3 refers to
this part of our constructions. In fact, to provide two more weighted homogeneous equations fora2 anda3, we need some more
structure equations than those ofdΓ2,3, dΓ1,1 anddΓ1,2 = dΓ1,1. This means that we should at least have the next structure
equationdΓ3,4 which appears in the case of CR models which are of lengthρ > 3.
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Granted the fact that throughout the polynomial systemS and for each group parametera• (excepta1, a2, a3)
involving in it, there is some equation which expressesa• in terms of some lower weight group parameters,
then one can consider eventually the above two equations (36) as some equations in terms of onlya3, a2 and
a1. Now, to finalize constructing the desired subsystem, we addthese two already found equations toS.

5.2. Solving the picked up subsystem.After providing the weighted homogeneous polynomial system
S, now let us attempt to find the weighted projective varietyV(I ) of the polynomial idealI = 〈S〉 —
namely the solution of the systemS — in the weighted projective spaceP(1, 2, 3, 3, 3, . . .) (see e.g.[11] for
more details). Since the only weight1 group parametera1 is assumed to be nonzero, then this variety does
not contain any point at the infinity surfacea1 = 0. Assume thatI aff ⊂ C[a2, a3, . . . , ar] is the affine ideal
obtained by dehomogenizingI by settinga1 = 1. If g is a weighted homogeneous polynomial inI , then
the following relation holds between it and its dehomogenizationgdeh (see[11, Theorem 5.16]):

(37) g(a1, a2, a3, . . . , ar) = a
w−deg
1 · gdeh

( a2

a
[a2]
1

,
a3

a
[a3]
1

, . . . ,
ar

a
[ar]
1

)

wherew− deg is the weight degree of the affine polynomialgdeh. One plainly verifies about this new affine
ideal that:

• Associated to each group parameteraj visible in it, there exists some polynomial inI aff where
its expression is in terms ofaj and some other group parameters (variables) of absolutely lower
weights. Moreover, these polynomials are all linear (consider the equations ofS after settinga1 = 1
in (32), (34), (36)).

This means that after selecting some appropriate order≺ on the extant group parametersa• enjoying the
property thatai ≺ aj whenever[ai] < [aj], then the affine idealI aff is in fact inNoether normal position
and according to the Finiteness Theorem ([10, Theorem 6 and Corollary 7, pp. 230-1]), the affine variety
V(I aff) is zero dimensional containing just the origin6 (0, 0, . . . , 0). Then according to the above equal-
ity (37), one concludes that the weighted projective variety V(I ), or equivalently the solution set of the
weighted homogeneous systemS comprises some points of the concrete form:

V(I ) = {(a1, 0, 0, . . . , 0), a1 6= 0}.

In other words, in the solution set of our weighted homogeneous systemS, all the group parameters visible
in it — but not necessarily all the group parameters appearing in our ambiguity matrix — take the value
zero, identically. In particular, the two fundamental group parametersa2 anda3 shall be zero. But, thanks
to Lemma 3.6, vanishing of these two group parameters is sufficient to assert thatall the group parameters
aj , j 6= 1, appearing in the ambiguity matrixg will be normalized to zero;

Proposition 5.5. After sufficient steps of applying absorption and normalization on the structure equations
of the equivalence problem to a totally nondegenerate Beloshapka’s CR modelMk of CR dimension1 and
codimensionk, all the appearing group parametersaj with j = 2, 3, 4, . . . vanish, identically.

After vanishing these group parameters, then our ambiguitymatrix groupG (see(14)) reduces to the
simple diagonal matrix Lie groupGred comprising matrices of the form:

(38) gred :=










a
p
1a

q
1 0 0 · · · 0

0 a
p′

1 a
q′

1 0 · · · 0

0 · · ·
. . . 0 0

0 0 · · · a1 0
0 0 · · · 0 a1










.

Also in the Maurer-Cartan matrix (17), all the Maurer-Cartan formsδ vanish identically and it reduces to
a diagonal matrix with the combinations of the 1-formsα andα at its diagonal. Finally, after applying

6One notices that according to Proposition 4.5, all the nonconstant torsion coefficients vanish by puttinga2 = a3 = . . . ≡ 0.
Then the origin is a solution of the systemS
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vanishing of the group parametersa2, a3, . . ., then all torsion coefficientsT i
j,m vanish identically except

those which were constant from the beginning of constructing the structure equations in (18);

Proposition 5.6. After vanishing the group parametersa2, a3, a4, . . ., our structure equations convert into
the simpleconstant type:

(39)
dΓℓ,i := (pi α+ qi α) ∧ Γℓ,i +

∑

l+m=ℓ
j,n

cij,n Γl,j ∧ Γm,n (ℓ=1,...,ρ, i=1,...,2+k)

for some (possibly zero) constant complex integerscij,n.

Proof. According to (18), our structure equations were originallyof the form:

dΓℓ,i = (piα+ qiα) ∧ Γℓ,i +
∑

l	ℓ

δij ∧ Γl,j

◦

+
∑

l	ℓ

aijdσl,j

◦

+ a
pi
1 a

qi
1 dσℓ,i.

As mentioned, after vanishing of the group parametersa2, a3, . . . all the Maurer-Cartan formsδ• vanish
identically and this kills the first sum

∑

l	ℓ δij ∧ Γl,j. For the second term
∑

l	ℓ aijdσl,j and according to
Lemma 3.11, since all the differentiationsdσl,j are of the weights� −1 (notice that herel 	 ℓ andℓ > 1)
then all the group parametersaij are of the weights	 1 and hence none of them isa1. This implies the
vanishing of this term, too. Then, it suffices to consider thelast terma

pi
1 a

qi
1 dσℓ,i of the above structure

equation. According to the computed Darboux-Cartan structure in Proposition 3.3 we have:

dσℓ,i :=
∑

r,s
β+γ=ℓ

cr,s σβ,r ∧ σγ,s.

On the other hand, our inverse matrixg−1 is now converted to the simple form:

(gred)−1 =











1
a
p
1
a
q
1

0 0 · · · 0

0 1

a
p′

1
a
q′

1

0 · · · 0

0 · · ·
. . . 0 0

0 0 · · · 1
a1

0

0 0 · · · 0 1
a1











and hence, if we seek nonzero coefficients of the wedge productsΓℓ1 ∧ Γℓ2 in σβ,r ∧ σγ,s, then we will find
nothing apart from:

1

amr
1 ans

1

Γβ,r ∧ Γγ,s,

for some constant integersmr andns. Then, the last termapi1 a
qi
1 dσℓ,i can be brought into a combination of

the form:

a
pi
1 a

qi
1 dσℓ,i :=

∑

β+γ=ℓ
r,s

cr,s
a
pi
1 a

qi
1

amr

1 ans

1

Γβ,r ∧ Γγ,s.

On the other hand, these coefficientscr,s
a
pi
1
a
qi
1

a
mr
1

a
ns
1

are in fact the only remained torsion coefficientsT i
rs of the

wedge productsΓβ,r ∧ Γγ,s, in the structure equationdΓℓ,i and hence according to Proposition 4.5, are of
the weight zero. Since they involve just weight one group parametersa1 anda1 then, after simplifications if
necessary, they will be either some constants or some fractions of a form like:

cr,s
ai1
ai1

or cr,s
ai1
ai1

.
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Consequently, our structure equationdΓℓ,i is converted into the form:

dΓℓ,i = (piα+ qiα) ∧ Γℓ,i +
∑

β′+γ′=ℓ

r′,s′

cr′,s′ Γβ′,r′ ∧ Γγ′,s′+

+
∑

β+γ=ℓ
r,s

cr,s
ai1
ai1

Γβ,r ∧ Γγ,s +
∑

β+γ=ℓ
r,s

cr,s
a
j
1

a
j
1

Γβ,r ∧ Γγ,s.

All the appearingβs andγs in this equation are absolutely less thanℓ, whence in the case that onecr,s is

nonzero then the torsion coefficientT i
r,s = cr,s

ai
1

ai
1

or T i
r,s = cr,s

ai
1

ai
1

of Γβ,r ∧ Γγ,s is essential and can be

plainly normalized to some constant, saycr,s, by determininga1 such thata1
a1

= 1, i.e. by considering the
only remaining parametera1 as real. This gives the normalization of all powers of the fractiona1

a1
to 1.

Thus, we receive finally just some constant coefficients of these remaining wedge products. �

What mentioned at the end of the above proof also determines the normalization of the only remaining
group parametera1. Accordingly, this parameter is never normalizable in the case that after vanishing the
group parametersa2, a3, . . ., all the torsion coefficients of the structure equations areconstant. Otherwise,
a1 will be normalized to a real group parameter.

Corollary 5.7. There are two possibility for the normalization of the only remaining group parametera1.
It is either normalizable to a real group parameter or it is never normalizable. The reduced structure group
Gred (cf. (38)) is of real dimension1 or 2 respectively in the former or latter cases.

For instance, one observes in [21] that in the case ofM3, the group parametera1 is never normalizable
while for M4, it is normalizable to a real group parameter as is shown in [26].

To continue along the Cartan’s method of solving equivalence problems and after applying all the required
absorption-normalization steps, now one has to start theprolongationprocedure. The main fact behind this
step is the following fundamental proposition;

Proposition 5.8. (see[23, Proposition 12.1]) Let θ and θ′ be two lifted coframes on two manifoldsM
andM ′ having the same structure groupG, let α andα′ be the modified Maurer-Cartan forms obtained
by solving the absorption equations and assume that neithergroup-dependent essential torsion coefficients
exist nor free absorption variables remain. Then there exists a diffeomorphismΦ : M → M ′ mappingθ to
θ′ for some choice of group parameters if and only if there is a diffeomorphismΨ : M × G −→ M ′ × G

mapping the prolonged coframe{θ, α} to {θ′, α′}. �

This permits us to substitute the current equivalence problem to the(2 + k)-dimensional CR modelMk

by that of the(3 + k) or (4 + k)-dimensional prolonged spaceMk × Gred. To do this, we have to add
the remaining Maurer-Cartan formsα andα to the original lifted coframeΓ and consider the collection
(Γρ,2+k, . . . ,Γ1,1, α, α) as the new lifted coframe associated to this prolonged space. In the case thata1 is
normalizable to a real group parameter, then of course we haveα = α. Constructing the associated structure
equations to this new equivalence problem is easy, just adding:

dα = d
(d a1

a1

)
= 0

to the former structure equations. Then, the final structureequations of our new equivalence problem to the
prolonged spaceMk ×Gred take the following{e}-structureconstant type:

(40)





dΓℓ,i = (pi α+ qi α) ∧ Γℓ,i +
∑

ℓ1+ℓ2=ℓ
j,n

cij,n Γℓ1,j ∧ Γℓ2,n (ℓ=1,...,ρ, i=1,...,2+k),

dα = 0,
dα = 0.

Then we have arrived at the stage of stating the main result ofthis paper;
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Theorem 5.1. The biholomorphic equivalence problem to a(2 + k)-dimensional totally nondegenerate CR
modelMk of CR dimension1 and codimensionk is reducible to some absolute parallelisms, namely to some
certain{e}-structures on prolonged manifoldsMk ×Gred of real dimensions either3 + k or 4 + k.

Weight association.We assign naturally7 the weight zero to our new lifted 1-formsα andα.

6. PROOF OF THEBELOSHAPKA’ S MAXIMUM CONJECTURE

After providing key results in the previous section, now we are ready to present our proof of the Be-
loshapka’s maximum conjecture. As we saw, the equivalence problem to a certain Beloshapka’s CR model
Mk is converted finally to that of a prolonged spaceMpr := Mk×Gred with the final constant type structure
equations (40).

According to [23, Theorem 8.16], if the final structure equations of an equivalence problem to anr-
dimensional smooth manifoldM equipped with some lifted coframeγ1, . . . , γr is of the constant type:

dγk =
∑

16i<j6r

ckij γ
i ∧ γj (k=1 ··· r),

thenM is (locally) diffeomorphic to anr-dimensional Lie groupG corresponding to the Lie algebrag with
the basis elements{v1, . . . , vr} enjoying thestructure constants:

[
vi, vj

]
= −

r∑

k=1

ckij vk (16 i < j 6 r).

Accordingly, let us try to find the Lie algebrag corresponding to the constant structure equations (40). At
first, we associate to each lifted 1-formΓℓ,i the basis elementvℓ,i of g. Also, for the new appearing lifted 1-
formsα andα, let us associate the basis elementsv0 andv0. Of course, if the real part ofa1 is normalizable
(cf. Corollary 5.7) then we dispense withv0 since in this case we haveα = α. Then accordingly, our
desired Lie algebrag will be of dimension either3 + k or 4 + k. In particular, because we do not see any
wedge productα∧α among the structure equations (40) then we have[v0, v0] = 0. This means that{v0, v0}
generates anAbeliansubalgebra ofg. Let us assign naturally the weight−ℓ to each basis elementvℓ,i and
also the weight zero tov0 andv0.

Each structure equationdΓℓ,i in (40) is some constant combination of the wedge products between those
lifted 1-forms for which the sum of their weights is exactly−ℓ. This implies that the Lie bracket between
each two basis elementsv• of g of the weights−ℓ1 and−ℓ2 will be some constant combination of those
basis elements ofg which are of the same weight−(ℓ1 + ℓ2). This means that;

Proposition 6.1. The desired Lie algebrag associated to the final structure equations(40) is graded (in the
sense of Tanaka[21, 22]) of the form:

g := g−ρ ⊕ g−(ρ−1) ⊕ . . .⊕ g−1 ⊕ g0

with:
[g−ℓ1 , g−ℓ2 ] = g−(ℓ1+ℓ2)

where eachg−ℓ is generated by all basis elementsvℓ,i of the weight−ℓ andg0, which is Abelian, is generated
by v0 andv0. Consequently,g− is (2 + k)-dimensional whereg0 is of dimension either1 or 2.

On the other hand, Corollary 14.20 of [23] says that this Lie algebrag is in fact the symmetry Lie algebra
of the prolonged spaceMpr = Mk×Gred with respect to its coframe(Γ1,1, . . . ,Γρ,2+k, α, α); that is the Lie
algebra associated to the Lie groupG of self-equivalencesΦ : Mpr → Mpr, satisfyingΦ∗(θ) = θ for each
θ = Γ1,1, . . . ,Γρ,2+k, α, α. But, according to [23, Proposition 12.1] and also its proof, G can be identified
with the CR symmetry groupAutCR(M) of biholomorphic mapsh : Mk → Mk and hence:

autCR(Mk) ∼= g.

7Notice that the differentiationdα took the value zero, exactly as constant functions. Hence weassign the weight of constant
integers to this new1-form α and its conjugation.
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This helps us to complete the proof of the Beloshapka’s maximum conjecture;

Theorem 6.1. (The Beloshapka’s maximum conjecture). The Lie algebraautCR(Mk) associated to a Be-
loshapka’s CR model of CR dimension1 and codimensionk and of the lengthρ ≥ 3 — or equivalently
of codimensionk ≥ 2 — contains no any homogeneous component of absolutely positive homogeneity. In
other words, such CR model is rigid. Moreover, this Lie algebra is of dimension either3 + k or 4 + k. �

APPENDIX A. A N EXAMPLE IN THE LENGTH FOUR

Let us conclude this paper by an illustrative example. In fact, in this appendix we aim to check our method
proposed in Section 5 by means of inspecting the equivalenceproblem to the length four,8-dimensional Be-
loshapka’s CR modelM6 ⊂ C

7 of codimensionk = 6 represented as the graph of six defining polynomials:

w1 − w1 = 2i zz,

w2 − w2 = 2i
(
z2z + zz2

)
, w3 − w3 = 2

(
z2z − zz2

)
,

w4 − w4 = 2i
(
z3z + zz3

)
, w5 − w5 = 2

(
z3z − zz3

)
, w6 − w6 = 2i z2z2.

The assigned weights to the extant complex variables are:

[z] = 1, [w1] = 2, [w2] = [w3] = 3, [w4] = [w5] = [w6] = 4.

Saving the space, we do not present the intermediate calculations. According to our computations according
to what explained in Section 3, our initial frame contains eight vector fields of various lengths−1, . . . ,−4:

L := L1,1, L := L1,2,

T := L2,3 = i[L ,L ],

S := L3,4 = [L ,T ], S := L3,5 = [L ,T ],

U := L4,6 = [L ,S ], U := L4,7 = [L ,S ], V := L4,8 = [L ,S ] = [L ,S ].

The other Lie brackets between these eight initial vector fields are all zero. Assume that:

Σ :=
(
ν0, µ0, µ0
︸ ︷︷ ︸

weight -4

, σ0, σ0
︸ ︷︷ ︸

weight -3

, ρ0
︸︷︷︸

weight -2

, ζ0, ζ0
︸ ︷︷ ︸

weight -1

)t
is the dual coframe to

(
V ,U ,U ,S ,S ,T ,L ,L

)t
.

Then the associated Darboux-Cartan structure to this coframe is:

dν0 = σ0 ∧ ζ0 + σ0 ∧ ζ0, dµ0 = σ0 ∧ ζ0, dµ0 = σ0 ∧ ζ0

dσ0 = ρ0 ∧ ζ0, dσ0 = ρ0 ∧ ζ0,

dρ0 = iζ0 ∧ ζ0,

dζ0 = 0, dζ0 = 0.

AssumingΓ := (ν, µ, µ, σ, σ, ρ, ζ, ζ0
)t

as the associated lifted coframe, then our computation reveals the
ambiguity matrix of the biholomorphic equivalence problemto M6 as:

(41)
Γ =















a21a
2
1 0 0 0 0 0 0 0

0 a31a1 0 0 0 0 0 0
0 0 a1a

3
1 0 0 0 0 0

a13 a6 0 a21a1 0 0 0 0
a13 0 a6 0 a1a

2
1 0 0 0

a11 a7 a7 a3 a3 a1a1 0 0
a12 a8 a9 a4 a5 a2 a1 0
a12 a9 a8 a5 a4 a2 0 a1















︸ ︷︷ ︸

g

·Σ,
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with the assigned weights:

[a1] = 1, [a2] = 2, [a3] = [a4] = [a5] = 3, [a6] = . . . = [a13] = 4.

By computing the (somehow big) inverse matrixg−1, one can check also the assertion of some results like
Lemmas 4.2 and 4.3. Also, our Maurer-Cartan matrix is of the form:

ωMC :=















2α+ 2α 0 0 0 0 0 0 0

0 3α+ α 0 0 0 0 0 0

0 0 α+ 3α 0 0 0 0 0

δ13 δ6 0 2α+ α 0 0 0 0

δ13 0 δ6 0 α+ 2α 0 0 0

δ11 δ7 δ7 δ3 δ3 α+ α 0 0

δ12 δ8 δ9 δ4 δ5 δ2 α 0

δ12 δ9 δ8 δ5 δ4 δ2 0 α















.

Then, our structure equations will be of the form — we abbreviate the combinations of the wedge products
δj ∧ • just by some” · · · ” since they will not play any important role:

(42)

dν = (2α+ 2α) ∧ ν + a21a
2
1 dν0,

dµ = (3α+ α) ∧ µ+ a31a1 dµ0,

dσ = · · ·+ (2α + α) ∧ σ + a13 dν0 + a6 dµ0 + a21a1 dσ0,

dρ = · · ·+ (α+ α) ∧ ρ+ a11 dν0 + a7 dµ0 + a7 dµ0 + a3 dσ0 + a3 dσ0 + a1a1 dρ0,

dζ = · · ·+ α ∧ ζ + a12 dν0 + a8 dµ0 + a9 dµ0 + a4 dσ0 + a5 dσ0 + a2 dρ0 + a1 dζ0.

Now, let us proceed along the lines of subsection 5.2 to pick the appropriate weighted homogeneous system
S. To do it and as is the method of absorption-normalization step, first we apply the substitutions:

α 7→ α+ t8 ν + t7 µ+ . . .+ t2 ζ + t1 ζ,

δj 7→ δj + s
j
8 ν + s

j
7 µ+ . . .+ s

j
2 ζ + s

j
1 ζ, j = 2, . . . , 13,

on the above structure equations. According to our proposedmethod of constructingS, for the minimum
weight−4 structure equationsdν anddµ, we have to compute the coefficients ofν ∧ {ζ, ζ} andµ ∧ {ζ, ζ}
dµ respectively. Moreover, in the length−3 structure equationdσ, we should pick up the coefficients of
σ∧{ζ, ζ} since respectivelyσ0∧ζ0 andσ0∧ζ0 uniquely appear in the Darboux-Cartan structure of the only
extant length−4 differentiationsdµ0 anddν0 visible in this structure equation. Similarly, for the length −2
and−1 structure equationsdρ anddζ, we should pick the coefficients ofρ ∧ {ζ, ζ} andζ ∧ ζ, respectively.
Equating these coefficients to zero gives respectively:

Sdν :=
{
−

a13

a21a
2
1

= 2t1 + 2t2
}
, Sdµ :=

{
−

a6

a31a1
= 3t1 + t2, 0 = t1 + 3t2

}
,

Sdσ :=
{ a6

a31a1
−

a3

a21a1
= 2t1 + t2,

a13

a21a
2
1

= t1 + 2t2
}
,

Sdρ :=
{ a3

a21a1
+ i

a2

a1a1
= t1 + t2

}
,

Sdζ :=
{
i
a2

a1a1
= t2

}
,

whereS is the union of these five systems. After putting the obtainedexpressions of the parameterst1 and
t2 into these equations and multiplying them by sufficient powers of a1 anda1, one receives the following
weighted homogeneous system:

S :=

{

a13 + 2 a1a3 + 2i a1a1a2 = 0, a6 + 3 a1a3 + 5i a21a2 = 0, a3 + i a1a2 = 0,

a6 − 3 a1a3 − 3i a21a2 = 0, a13 − a1 a3 = 0

}

.
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Solving this weighted homogeneous system, first let us plainly dehomogenize it by equating the weight one
parametera1 to 1. Then, either by hand or by means of some computer softwares,one versifies that the only
solution of the obtained dehomogenized system is nothing but:

a2 = a3 = a6 = a13 ≡ 0

which immediately implies that all the group parametersa2, a3, a4, . . . , a13 can be normalized to zero. As
we check, the only remaining group parametera1 is not normalizable. Applying these results and after one
prolongation, the first structure equations (42) converts to the simple constant form:

dν = (2α + 2α) ∧ ν + σ ∧ ζ + σ ∧ ζ,

dµ = (3α + α) ∧ µ+ σ ∧ ζ,

dσ = (2α + α) ∧ σ + ρ ∧ ζ,

dρ = (α+ α) ∧ ρ+ i ζ ∧ ζ,

dζ = α ∧ ζ

dα = 0.

Proposition A.1. The Lie algebrag associated to these structure equations is10-dimensional with the basis
elements{vν , vµ, vµ, vσ , vσ, vρ, vζ , vζ , vα, vα} and with the Lie brackets, displayed in the following table:

v
ν

v
µ

v
µ

v
σ

v
σ

v
ρ

v
ζ

v
ζ

v
α

v
α

v
ν

0 0 0 0 0 0 0 0 2v
ν

2v
ν

v
µ ∗ 0 0 0 0 0 0 0 3v

µ
v
µ

v
µ ∗ ∗ 0 0 0 0 0 0 v

µ
3v

µ

v
σ ∗ ∗ ∗ 0 0 0 −v

µ −v
ν

2v
σ

v
σ

v
σ ∗ ∗ ∗ ∗ 0 0 −v

ν −v
µ

v
σ

2v
σ

v
ρ ∗ ∗ ∗ ∗ ∗ 0 −v

σ −v
σ

v
ρ

v
ρ

v
ζ ∗ ∗ ∗ ∗ ∗ ∗ 0 −ivρ v

ζ
0

v
ζ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 v

ζ

v
α ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0

v
α ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0

This Lie algebra is graded of the form:

g := g−4 ⊕ g−3 ⊕ g−2 ⊕ g−1 ⊕ g0,

with g−4 = 〈vν , vµ, vµ〉, withg−3 = 〈vσ , vσ〉, withg−2 = 〈vρ〉, withg−1 = 〈vζ , vζ〉 and withg0 = 〈vα, vα〉.
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[8] É. Cartan,Sur la géométrie pseudo-conforme des hypersurfaces de l’espace de deux variables complexes II, Ann. Scuola

Norm. Sup. Pisa1 (1932), 333–354.
[9] S. S. Chern, Y. Moser,Real hypersurfaces in complex manifold, Acta Math.,133, (1974), 219–271.

[10] D. A. Cox, L. Little, D. O’Shea,Ideals, Varieties and Algorithms: an introduction to computational algebraic geometry and
commutative algebra, 2nd edition, Springer-Verlag 1997, 536 pp.



The Beloshapka’s maximum conjecture 31

[11] W. Decker, C. Lossen,Computing in Algebraic Geometry: a quick start usingSINGULAR, Algorithms and Computation in
Mathematics, vol. 16, Springer-Verlag, 2006, 327 pp.

[12] P. Ebenfelt,Uniformly Levi degenerate CR manifolds: the5-dimensional case, Duke Math. J.,110(1), (2001), 37–80.
[13] R. V. Gammel, I. Kossovskiy,The envelope of holomorphy of a model surface of the third degree and the ‘rigidity’ phenome-

non, Proc. Steklov Inst. Math.2006, no. 2 (253), 22–37.
[14] S. G. Krantz,Function theory of several complex variables, 2nd ed., AMS Chelsea Pub., 2001, 564 pp.
[15] I. B. Mamai,Moduli spaces of model surfaces with one-dimensional complex tangent, Izvestiya: Math.,77(2), (2013), 354–

377.
[16] I. B. Mamai,Model CR-manifolds with one-dimensional complex tangent, Russian J. Math. Phys.,16(1), (2009), 97–102.
[17] J. Merker,Equivalences of5-dimensional CR manifolds, III: Six models and (very) elementary normalizations, 54 pages,

arxiv.org/abs/1311.7522/
[18] J. Merker,Sophus Lie and Friedrich Engel’s Theory of Transformation Groups (Vol. I, 1888). Modern Presentation and

English Translation, Springer-Verlag Berlin Heidelberg, 2015.
[19] J. Merker, S. Pocchiola, M. Sabzevari,Equivalences of5-dimensional CR manifolds, II: General classesI, II, III1, III2, IV1,

IV2, 5 figures, 95 pages,arxiv.org/abs/1311.5669/.
[20] J. Merker, E. Porten,Holomorphic extension of CR functions, envelopes of holomorphy and removable singularities, Int.

Math. Res. Surv., Volume2006, Article ID 28295, 287 pp.
[21] J. Merker, M. Sabzevari,Cartan equivalence problem for5-dimensional bracket-generating CR-manifolds inC4, J. Geo.

Anal., to appear, expanded formarxiv:1401.4297v1, 172 pp.
[22] J. Merker, M. Sabzevari,Explicit expression of Cartan’s connections for Levi-nondegenerate 3-manifolds in complex surfaces,

and identification of the Heisenberg sphere, Cent. Eur. J. Math.,10(5), (2012), 1801–1835.
[23] P.J. Olver,Equivalence, Invariants and Symmetry, Cambridge, Cambridge University Press, 1995, xvi+525 pp.
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