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Abstract

In this paper, we introduce the notions of a 3-Lie∞-algebra and a 3-Lie 2-algebra. The

former is a model for a 3-Lie algebra that satisfy the fundamental identity up to all higher

homotopies, and the latter is the categorification of a 3-Lie algebra. We prove that the 2-

category of 2-term 3-Lie∞-algebras is equivalent to the 2-category of 3-Lie 2-algebras. Skeletal

and strict 3-Lie 2-algebras are studied in detail. A construction of a 3-Lie 2-algebra from a

symplectic 3-Lie algebra is given.

1 Introduction

The notion of a Filippov algebra, or an n-Lie algebra was introduced in [14]. It is the algebraic
structure corresponding to Nambu mechanics [15, 20, 25]. Recently, due to applications in the
Bagger–Lambert–Gustavsson theory of multiple M2-branes [3, 10, 16, 17, 22, 27], n-Lie algebras,
or more generally, n-Leibniz algebras, are widely studied [5, 6, 7, 8, 9, 13, 18]. See the review
article [11] for more details.

Recently, people study higher categorical structures with motivations from string theory. One
way to provide higher categorical structures is by categorifying existing mathematical concepts.
One of the simplest higher structure is a 2-vector space, which is a categorified vector space. If we
further put Lie algebra structures on 2-vector spaces, then we obtain the notion of Lie 2-algebras
[2]. The Jacobi identity is replaced by a natural transformation, called Jacobiator, which also
satisfies some coherence laws of its own. The 2-category of Lie 2-algebras is equivalent to the 2-
category of L∞-algebras. L∞-algebras, also called strong homotopy Lie algebras, were introduced
in [24]. See [12, 21] for the cohomology and deformation theory of L∞-algebras. As a model for
“Leibniz algebras that satisfy Jacobi identity up to all higher homotopies”, the notion of a strongly
homotopy (sh) Leibniz algebra, or a Lod∞-algebra was given in [19] by Livernet, which is further
studied by Ammar, Poncin and Uchino in [1, 26]. In [23], the authors introduced the notion of a
Leibniz 2-algebra, which is the categorification of a Leibniz algebra, and prove that the category
of Leibniz 2-algebras and the category of 2-term Lod∞-algebras are equivalent.

The aim of this paper is to provide a model for 3-Lie algebras that satisfy the fundamental
identity up to all higher homotopies, and give the categorification of 3-Lie algebras. It is well-known
that there is a Leibniz algebra structure on the space of fundamental objects associated to a 3-Lie
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algebra (more generally, n-Lie algebras). We define 3-Lie∞-algebras in such a way that there
is a Lod∞-algebra structure on the graded vector space of fundamental objects. Furthermore,
we put 3-Lie algebra structures on 2-vector spaces and obtain 3-Lie 2-algebras. Similar to the
relation between Lie 2-algebras and 2-term L∞-algebras, we prove that the 2-category of 2-term
3-Lie∞-algebras and the 2-category of 3-Lie 2-algebras are equivalent. Finally, we study skeletal
3-Lie 2-algebras and strict 3-Lie 2-algebras. In particular, we show that strict 3-Lie 2-algebras are
equivalent to crossed modules of 3-Lie algebras. The more general notion of crossed modules of
n-Leibniz had been given in [8], and the relation with the third cohomology group is established
there.

The paper is organized as follows. In Section 2, we review 3-Lie algebras and their cohomology,
2-vector spaces and Lod∞-algebras. In Section 3, we define 3-Lie∞-algebras. We show that given
a 3-Lie∞-algebra (V , {l2n+1}∞

n=0), we can obtain a Lod∞-algebra (∧2V , {ln}∞
n=1) (Theorem 3.2).

Then we focus on 2-term 3-Lie∞-algebras and show that there is a 2-category of 2-term 3-Lie∞-
algebras. In Section 4, we give the notion of a 3-Lie 2-algebra, and prove that the 2-category of
2-term 3-Lie∞-algebras is equivalent to the 2-category of 3-Lie 2-algebras (Theorem 4.5). In Section
5, first we classify skeletal 3-Lie 2-algebras using the third cohomology group. Then we show that
there is a one-to-one correspondence between strict 3-Lie 2-algebras and crossed modules of 3-Lie
algebras. Finally, we construct 3-Lie 2-algebras from symplectic 3-Lie algebras via the underlying
3-pre-Lie algebras given in [4].

2 Preliminaries

2.1 3-Lie algebras and their cohomology

Definition 2.1. A 3-Lie algebra g is a vector space together with a trilinear fully skew-symmetric
map [·, ·, ·] : ∧3g −→ g, the 3-bracket, such that the following fundamental identity is satisfied:

[x1, x2, [x3, x4, x5]] = [[x1, x2, x3], x4, x5] + [x3, [x1, x2, x4], x5] + [x3, x4, [x1, x2, x5]], ∀xi ∈ g. (1)

Let (g, [·, ·, ·]) be a 3-Lie algebra. For all x, y ∈ g, define ad(x,y) : g −→ g by ad(x,y)z = [x, y, z].
Then Eq. (1) is equivalent to that ad(x,y) is a derivation. Elements in ∧2g are called fundamental

objects of the 3-Lie algebra (g, [·, ·, ·]). There is a bilinear operation [·, ·]F on ∧2g, which is given
by

[X,Y]F = [x1, x2, y1] ∧ y2 + y1 ∧ [x1, x2, y2], ∀X = x1 ∧ x2, Y = y1 ∧ y2. (2)

It is well-known that (∧2g, [·, ·]F) is a Leibniz algebra, which plays important role in the theory of
3-Lie algebras.

Definition 2.2. Let V be a vector space. A representation of a 3-Lie algebra g on V is a bilinear
map ρ : ∧2g −→ gl(V ), such that

[ρ(X), ρ(Y)] = ρ([X,Y]F), ∀X,Y ∈ ∧2g,

ρ(x, [y1, y2, y3]) = ρ(y2, y3)ρ(x, y1) − ρ(y1, y3)ρ(x, y2) + ρ(y1, y2)ρ(x, y3), ∀x, yi ∈ g.

We denote a representation by (V ; ρ). A p-cochain on g with the coefficients in a representation

(V ; ρ) is a linear map αp : ∧2g⊗ (p−1). . . ⊗∧2 g∧g −→ g. Denote the space of p-cochains by Cp(g;V ).
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The coboundary operator δ : Cp(g;V ) −→ Cp+1(g;V ) is given by

(δαp)(X1, . . . ,Xp, z)

=
∑

1≤j<k

(−1)jαp(X1, . . . , X̂j, . . . ,Xk−1, [Xj ,Xk]F,Xk+1, . . . ,Xp, z)

+

p∑

j=1

(−1)jαp(X1, . . . , X̂j, . . . ,Xp, [Xj , z])

+

p∑

j=1

(−1)j+1ρ(Xj)αp(X1, . . . , X̂j, . . . ,Xp, z)

+(−1)p+1
(
ρ(yp, z)αp(X1, . . . ,Xp−1, xp) + ρ(z, xp)αp(X1, . . . ,Xp−1, yp)

)
,

for all Xi = (xi, yi) ∈ ∧2g and z ∈ g.

2.2 2-vector spaces and Lod∞-algebras

Vector spaces can be categorified to 2-vector spaces. A good introduction for this subject is [2].
Let Vect be the category of vector spaces.

Definition 2.3. [2] A 2-vector space is a category in the category Vect.

Thus a 2-vector space C is a category with a vector space of objects C0 and a vector space of
morphisms C1, such that all the structure maps are linear. Let s, t : C1 −→ C0 be the source and
target maps respectively. Let ·v be the composition of morphisms. Let 1 : C0 −→ C1 be the unit
map, i.e. for all x ∈ C0, 1x ∈ C1 is the identity morphism from x to x.

It is well known that the 2-category of 2-vector spaces is equivalent to the 2-category of 2-term
complexes of vector spaces. Roughly speaking, given a 2-vector space C, we have a 2-term complex
of vector spaces

Ker(s)
t

−→ C0. (3)

Conversely, any 2-term complex of vector spaces V : V1
d

−→ V0 gives rise to a 2-vector space of
which the set of objects is V0, the set of morphisms is V0 ⊕ V1, the source map s is given by
s(v + m) = v, and the target map t is given by t(v + m) = v + dm, where v ∈ V0, m ∈ V1. We

denote the 2-vector space associated to the 2-term complex of vector spaces V : V1
d

−→ V0 by V:

V =

V1 := V0 ⊕ V1

s
y

yt

V0 := V0.

(4)

The notion of Lod∞-algebras, also called strongly homotopy (sh) Leibniz algebras, was intro-
duced in [19] and well studied in [1, 26].

Definition 2.4. A Lod∞-algebra is a graded vector space L = L0 ⊕L1 ⊕· · · equipped with a system
{lk| 1 ≤ k < ∞} of linear maps lk : ⊗kL −→ L with degree deg(lk) = k − 2, where the exterior
powers are interpreted in the graded sense and the following relation is satisfied:

∑

i+j=n+1

∑

j≤k≤n

∑

σ

(−1)(k+1−j)(j−1)(−1)j(|xσ(1)|+···+|xσ(k−j)|)
∑

σ

sgn(σ)Ksgn(σ)

li(xσ(1), . . . , xσ(k−j), lj(xσ(k+1−j), . . . , xσ(k−1), xk), xk+1, . . . , xn) = 0,

3



where the summation is taken over all (k − j, j − 1)-unshuffles and “Ksgn(σ)” is the Koszul sign
for a permutation σ ∈ Sk, i.e.

x1 ∧ x2 ∧ · · · ∧ xk = Ksgn(σ)xσ(1) ∧ xσ(2) ∧ · · · ∧ xσ(k).

We will denote a Lod∞-algebra by (V , {lk}∞
k=1).

3 3-Lie∞-algebras

In this section, we give the notion of a 3-Lie∞-algebra and show that associated to a 3-Lie∞-
algebra, there is naturally a Lod∞-algebra structure on the graded space of fundamental objects.
Furthermore, we focus on 2-term 3-Lie∞-algebras and construct the corresponding 2-category.

For all n ∈ N and 1 ≤ j ≤ k ≤ n, we say that σ ∈ Sk is a (k − j, j)-unshuffle if

σ(1) ≤ σ(2) ≤ · · · ≤ σ(k − j) and σ(k − j + 1) ≤ σ(k − j + 2) ≤ · · · ≤ σ(k).

Definition 3.1. A 3-Lie∞-algebra is a graded vector space V = V0 ⊕ V1 ⊕ · · · , equipped with a
system {l2n+1 : n = 0, 1, 2, · · · } of linear maps: l2n+1 : (∧2V)⊗ n. . . ⊗(∧2V) ∧ V −→ V , with degree
n− 1, such that for all Xa = (xa, ya) ∈ ∧2V and x ∈ V, the following relation is satisfied:

∑

i+j=n−1

∑

j≤k≤n−1

∑

σ∈(k−j−1,j)-unshuffle

(−1)(k−j)(j)(−1)(j+1)(|Xσ(1)|+···+|Xσ(k−j−1)|)sgn(σ)Ksgn(σ)

l2i+1(Xσ(1), . . . , Xσ(k−j−1), l̃2j+1(Xσ(k−j) , . . . , Xσ(k−1), Xk), Xk+1, . . . , Xn−1, x)

+
∑

i+j=n−1

∑

σ∈(i,j)-unshuffle

(−1)(i+1)(j)(−1)(j+1)(|Xσ(1)|+···+|Xσ(i)|)sgn(σ)Ksgn(σ)

l2i+1(Xσ(1), . . . , Xσ(i), l2j+1(Xσ(i+1), . . . , Xσ(n−1), x)) = 0, (5)

where l̃2n+1 : ⊗n+1(∧2V) −→ ∧2V is induced by l2n+1 via

l̃2n+1(X1, X2, · · · , Xn+1) , (−1)|xn+1|(|X1|+...+|Xn|+n−1)xn+1 ∧ l2n+1(X1, · · · , Xn, yn+1)

+l2n+1(X1, · · · , Xn, xn+1) ∧ yn+1. (6)

We will denote a 3-Lie∞-algebra by (V , {l2n+1}∞
n=0). By (5), we have l1 ◦ l1 = 0, which makes

(V , l1) being a complex of vector spaces. Thus, we will write d = l1 sometimes.
Similar as the fact that there is a Leibniz algebra structure on the space of fundamental objects

associated to a 3-Lie algebra, we have a Lod∞-algebra structure on the graded space of fundamental
objects associated to a 3-Lie∞-algebra.

Theorem 3.2. Let (V , {l2n+1}∞
n=0) be a 3-Lie∞-algebra. Then, (∧2V , {ln}∞

n=1) is a Lod∞-algebra,

where ln = l̃2n−1 is given by (6).
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Proof. Denote the left hand side of (5) by Ξ(X1, · · · , Xn−1, x), we have
∑

i+j=n+1

∑

1≤j≤k≤n

∑

σ

(−1)(k+1−j)(j−1)(−1)j(|Xσ(1) |+···+|Xσ(k−j)|)
∑

σ

sgn(σ)Ksgn(σ)

li(Xσ(1), . . . , Xσ(k−j), lj(Xσ(k+1−j), . . . , Xσ(k−1), Xk), Xk+1, . . . , Xn)

=
∑

i+j=n+1

∑

j≤k≤n−1

∑

σ

(−1)(k+1−j)(j−1)(−1)j(|Xσ(1) |+···+|Xσ(k−j)|)
∑

σ

sgn(σ)Ksgn(σ)

(
l2i−1

(
Xσ(1), . . . , Xσ(k−j), l̃2j−1(Xσ(k+1−j), . . . , Xσ(k−1), Xk), Xk+1, . . . , Xi+j−2, xn

)
∧ yn

+(−1)(|Xσ(1) |+···+|Xσ(n−1)|+i−2+j−2)|xn|

xn ∧ l2i−1

(
Xσ(1), . . . , Xσ(k−j), l̃2j−1(Xσ(k+1−j), . . . , Xσ(k−1), Xk), Xk+1, . . . , Xn−1, yn

))

+
∑

i+j=n+1

∑

σ

(−1)i(j−1)(−1)j(|Xσ(1) |+···+|Xσ(i−1)|)
∑

σ

sgn(σ)Ksgn(σ)

l̃2i−1

(
Xσ(1), . . . , Xσ(i−1), l2j−1(Xσ(i), . . . , Xσ(n−1), xn) ∧ yn

+(−1)|xn|(|Xσ(i)|+···+|Xσ(n−1)|+j−2)
xn ∧ l2j−1(Xσ(i), . . . , Xσ(n−1), yn)

)

=
∑

i+j=n−1

∑

0≤j≤k≤n−1

∑

σ

(−1)(k−j)j (−1)(j+1)(|Xσ(1) |+···+|Xσ(k−j−1)|)
∑

σ

sgn(σ)Ksgn(σ)

l2i+1(Xσ(1), . . . , Xσ(k−j−1), l̃2j+1(Xσ(k−j), . . . , Xσ(k−1), Xk), Xk+1, . . . , Xn−1, xn) ∧ yn

+(−1)(|Xσ(1) |+···+|Xσ(i+j)|+i+j−2)|xi+j+1|

xn ∧ l2i+1(Xσ(1), . . . , Xσ(k−j−1), l̃2j+1(Xσ(k−j), . . . , Xσ(k−1), Xk), Xk+1, . . . , Xn−1, yn)

+
∑

i+j=n−1

∑

σ

(−1)(i+1)j (−1)(j+1)(|Xσ(1) |+···+|Xσ(i)|)
∑

σ

sgn(σ)Ksgn(σ)

{l2i+1

(
Xσ(1), . . . , Xσ(i), l2j+1(Xσ(i+1), . . . , Xσ(n−1), xn)

)
∧ yn

+(−1)|xn|(|Xσ(i+1)|+···+|Xσ(n−1)|+j−1)+|xn|(|Xσ(1)|+···|Xσ(i)|+i−1)

xn ∧ l2i+1

(
Xσ(1), . . . , Xσ(i), l2j+1(Xσ(i+1), . . . , Xσ(n−1), yn)

)
}

= Ξ(X1, · · · , Xn−1, xn) ∧ yn

+(−1)(|Xσ(1) |+···+|Xσ(n−1)|+i+j−2)|xn|
xn ∧ Ξ(X1, · · · , Xn−1, yn)

= 0.

Therefore, (∧2V , ln) is a Lod∞-algebra.

In particular, if we concentrate on the 2-term case, we can give explicit formulas for 2-term
3-Lie∞-algebras as follows:

Lemma 3.3. A 2-term 3-Lie∞-algebra V = (V1, V0, d, l3, l5), consists of the following data:

• a complex of vector spaces V1
d

−→ V0,

• completely skew-symmetric trilinear maps l3 : Vi×Vj ×Vk −→ Vi+j+k, where 0 ≤ i+j+k ≤ 1,

• a multilinear map l5 : (V0 ∧ V0) ⊗ (V0 ∧ V0 ∧ V0) −→ V1,

such that for any x, y, xi ∈ V0 and f, g, h ∈ V1, the following equalities are satisfied:
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(a) dl3(x, y, f) = l3(x, y, df),

(b) l3(f, g, h) = 0; l3(f, g, x) = 0,

(c) l3(df, g, x) = l3(f, dg, x),

(d) dl5(x1, x2, x3, x4, x5) = −l3(x1, x2, l3(x3, x4, x5)) + l3(x3, l3(x1, x2, x4), x5)
+ l3(l3(x1, x2, x3), x4, x5) + l3(x3, x4, l3(x1, x2, x5)),

(e) l5(df, x2, x3, x4, x5) = −l3(f, x2, l3(x3, x4, x5)) + l3(x3, l3(f, x2, x4), x5)
+ l3(l3(f, x2, x3), x4, x5) + l3(x3, x4, l3(f, x2, x5)),

(f) l5(x1, x2, df, x4, x5) = −l3(x1, x2, l3(f, x4, x5)) + l3(f, l3(x1, x2, x4), x5)
+ l3(l3(x1, x2, f), x4, x5) + l3(f, x4, l3(x1, x2, x5)),

(g)

l3(l5(x1, x2, x3, x4, x5), x6, x7) + l3(x5, l5(x1, x2, x3, x4, x6), x7) + l3(x1, x2, l5(x3, x4, x5, x6, x7))

+ l3(x5, x6, l5(x1, x2, x3, x4, x7)) + l5(x1, x2, l3(x3, x4, x5), x6, x7) + l5(x1, x2, x5, l3(x3, x4, x6), x7)

+ l5(x1, x2, x5, x6, l3(x3, x4, x7)) = l3(x3, x4, l5(x1, x2, x5, x6, x7)) + l5(l3(x1, x2, x3), x4, x5, x6, x7)

+ l5(x3, l3(x1, x2, x4), x5, x6, x7) + l5(x3, x4, l3(x1, x2, x5), x6, x7) + l5(x3, x4, x5, l3(x1, x2, x6), x7)

+ l5(x1, x2, x3, x4, l3(x5, x6, x7)) + l5(x3, x4, x5, x6, l3(x1, x2, x7)).

Equations (a) and (c) tells us how the differential d and the bracket l3 interact. Equations (d),
(e) and (f) tell us that the fundamental identity no longer holds on the nose, but controlled by l5.
Equation (g) gives the coherence law that l5 should satisfy.

Corollary 3.4. Let (V1, V0, d, l3, l5) be a 2-term 3-Lie∞-algebras. Then, for all f, g, h ∈ V1, we
have

l3(df, dg, h) = l3(df, g, dh) = l3(f, dg, dh) (7)

We continue by defining homomorphisms between 2-term 3-Lie∞-algebras:

Definition 3.5. Let V = (V1, V0, d, l3, l5) and V ′ = (V ′
1 , V

′
0 , d

′, l′3, l
′
5) be 2-term 3-Lie∞-algebras. A

homomorphism φ : V −→ V ′ consists of:

• a chain map φ : V −→ V ′, which consists of linear maps φ0 : V0 −→ V ′
0 and φ1 : V1 −→ V ′

1

preserving the differential;

• a completely skew-symmetric trilinear map φ2 : V0 × V0 × V0 −→ V ′
1 ,

such that for all xi ∈ V0 and h ∈ V1, we have

d′(φ2(x1, x2, x3)) = φ0(l3(x1, x2, x3)) − l′3(φ0(x1), φ0(x2), φ0(x3)), (8)

φ2(x1, x2, dh) = φ1(l3(x1, x2, h)) − l′3(φ0(x1), φ0(x2), φ1(h)), (9)

and

l′5(φ0(x1), φ0(x2), φ0(x3), φ0(x4), φ0(x5)) + l′3(φ2(x1, x2, x3), φ0(x4), φ0(x5))

+ l′3(φ0(x3), φ2(x1, x2, x4), φ0(x5)) + l′3(φ0(x3), φ0(x4), φ2(x1, x2, x5))

+ φ2(l3(x1, x2, x3), x4, x5) + φ2(x3, l3(x1, x2, x4), x5) + φ2(x3, x4, l3(x1, x2, x5))

= l′3(φ0(x1), φ0(x2), φ2(x3, x4, x5)) + φ2(x1, x2, l3(x3, x4, x5)) + φ1(l5(x1, x2, x3, x4, x5)).(10)
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Let ϕ : V −→ V ′ and ψ : V ′ −→ V ′′ be 3-Lie∞-homomorphisms, their composition ((ϕ ◦
ψ)0, (ϕ ◦ ψ)1, (ϕ ◦ ψ)2) is given by (ϕ ◦ ψ)0 = ϕ0 ◦ ψ0, (ϕ ◦ ψ)1 = ϕ1 ◦ ψ1, and

(ϕ ◦ ψ)2(x, y, z) = ψ2(ϕ0(x), ϕ0(y), ϕ0(z)) + ψ1(ϕ2(x, y, z)).

The identity homomorphism 1V : V −→ V has the identity chain map as its underlying map,
together with (1V)2 = 0.

Definition 3.6. Let V and V ′ be 2-term 3-Lie∞-algebras, and ϕ, ψ : V −→ V ′ be 3-Lie∞-
homomorphisms. A 3-Lie∞-2-homomorphism τ : ϕ ⇒ ψ is a chain homotopy such that for all
x1, x2, x3 ∈ V0, the following equation holds:

(ϕ2 − ψ2)(x1, x2, x3) = l′3(ϕ0(x1), ϕ0(x2), τ(x3)) + l′3(d′τ(x1), τ(x2), ϕ0(x3)) + c.p.

−τ(l3(x1, x2, x3)) + l′3(d′τ(x1), d′τ(x2), τ(x3)). (11)

Now we define the vertical and horizontal composition for these 2-homomorphisms. Let V , V ′

be 2-term 3-Lie∞-algebras, and ϕ, ψ, µ : V −→ V ′ be 3-Lie∞-homomorphisms. Let τ : ϕ ⇒ ψ and
τ ′ : ψ ⇒ µ be 3-Lie∞-2-homomorphisms. The vertical composition of τ and τ ′, denoted by τ ′τ ,
is given by τ ′τ = τ ′ + τ .

Let V , V ′, V ′′ be 2-term 3-Lie∞-algebras, ϕ, ψ, : V −→ V ′ and ϕ′, ψ′ : V ′ −→ V ′′ 3-Lie∞-
homomorphisms, and τ : ϕ ⇒ ψ and τ ′ : ϕ′ ⇒ ψ′ 3-Lie∞-2-homomorphisms. The horizontal

composition of τ and τ ′, denoted by τ ′ ◦ τ , is given by τ ′ ◦ τ(x) = τ ′
ϕ0(x) + ϕ′

1τ(x).
Finally, given a 3-Lie∞-homomorphism ϕ, the identity 2-homomorphism 1ϕ : ϕ ⇒ ϕ is the

zero chain homotopy 1ϕ(x) = 0.
It is straightforward to see that

Proposition 3.7. There is a 2-category 2Term3-Lie∞ with 2-term 3-Lie∞-algebras as objects,
3-Lie∞-homomorphisms as morphisms, 3-Lie∞-2-homomorphisms as 2-morphisms.

4 3-Lie 2-algebras

In this section, we define 3-Lie 2-algebras, which are the categorification of 3-Lie algebras, and show
that the 2-category of 3-Lie 2-algebras is equivalent to the 2-category of 2-term 3-Lie∞-algebras.

Definition 4.1. A 3-Lie 2-algebra consists of:

• a 2-vector spaces L;

• a completely skew-symmetric trilinear functor, the bracket, [·, ·, ·] : L× L× L −→ L;

• a multilinear natural isomorphism Jx1,x2,x3,x4,x5 for all xi ∈ L0,

[x1, x2, [x3, x4, x5]]
Jx1,x2,x3,x4,x5−→ [[x1, x2, x3], x4, x5]+[x3, [x1, x2, x4], x5]+[x3, x4, [x1, x2, x5]],

such that for all x1, . . . , x7 ∈ L0, the following fundamentor identity holds:

[x1, x2, Jx3,x4,x5,x6,x7 ](Jx1,x2,[x3,x4,x5],x6,x7
+ Jx1,x2,x5,[x3,x4,x6],x7

+ Jx1,x2,x5,x6,[x3,x4,x7])

([x5, x6, Jx1,x2,x3,x4,x7 ] + 1)([x5, Jx1,x2,x3,x4,x6 , x7] + [Jx1,x2,x3,x4,x5 , x6, x7] + 1) =
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Jx1,x2,x3,x4,[x5,x6,x7]([x3, x4, Jx1,x2,x5,x6,x7 ] + 1)(J[x1,x2,x3],x4,x5,x6,x7
+ Jx3,[x1,x2,x4],x5,x6,x7

+

Jx3,x4,[x1,x2,x5],x6,x7
+ Jx3,x4,x5,[x1,x2,x6],x7

+ Jx3,x4,x5,x6,[x1,x2,x7]), (12)

or, in terms of a commutative diagram,

[x1, x2, [x3, x4, [x5, x6, x7]]]
Jx1,x2,x3,x4,[x5,x6,x7]

((❘❘
❘❘

❘❘
❘❘

❘❘
❘❘

❘❘
❘

[x1,x2,Jx3,x4,x5,x6,x7 ]

vv❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧

a

P
��

c

1
��

b

T

��

C

S

��
d

Q

((❘❘
❘❘

❘❘
❘❘

❘❘
❘❘

❘❘
❘❘

❘ e

R

vv❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧

f,

where a, b, c, d, e, f and P,Q,R, S, T are given by

a = [x1, x2, [[x3, x4, x5], x6, x7]] + [x1, x2, [x5, [x3, x4, x6], x7]] + [x1, x2, [x5, x6, [x3, x4, x7]]],

b = [[x1, x2, [x3, x4, x5]], x6, x7] + [[x3, x4, x5], [x1, x2, x6], x7] + [[x3, x4, x5], x6, [x1, x2, x7]]

+[[x1, x2, x5], [x3, x4, x6], x7] + [x5, [x1, x2, [x3, x4, x6]], x7] + [x5, [x3, x4, x6], [x1, x2, x7]]

+[[x1, x2, x5], x6, [x3, x4, x7]] + [x5, [x1, x2, x6], [x3, x4, x7]] + [x5, x6, [x1, x2, [x3, x4, x7]]],

c = [x3, x4, [x1, x2, [x5, x6, x7]]] + [[x1, x2, x3], x4, [x5, x6, x7]] + [x3, [x1, x2, x4], [x5, x6, x7]],

d = [[x1, x2, [x3, x4, x5]], x6, x7] + [[x3, x4, x5], [x1, x2, x6], x7] + [[x3, x4, x5], x6, [x1, x2, x7]]

+[[x1, x2, x5], [x3, x4, x6], x7] + [x5, [x1, x2, [x3, x4, x6]], x7] + [x5, [x3, x4, x6], [x1, x2, x7]]

+[[x1, x2, x5], x6, [x3, x4, x7]] + [x5, [x1, x2, x6], [x3, x4, x7]] + [x5, x6, [[x1, x2, x3], x4, x7]]

+[x5, x6, [x3, [x1, x2, x4], x7]] + [x5, x6, [x3, x4, [x1, x2, x7]]],

e = [[x1, x2, x3], x4, [x5, x6, x7]] + [x3, [x1, x2, x4], [x5, x6, x7]] + [x3, x4, [[x1, x2, x5], x6, x7]]

+[x3, x4, [x5, [x1, x2, x6], x7]] + [x3, x4, [x5, x6, [x1, x2, x7]]],

f = [[[x1, x2, x3], x4, x5], x6, x7] + [[x3, [x1, x2, x4], x5], x6, x7] + [[x3, x4, [x1, x2, x5]], x6, x7]

+[x5, [[x1, x2, x3], x4, x6], x7] + [x5, [x3, [x1, x2, x4], x6], x7] + [x5, [x3, x4, [x1, x2, x6]], x7]

+[[x3, x4, x5], [x1, x2, x6], x7] + [[x3, x4, x5], x6, [x1, x2, x7]] + [[x1, x2, x5], [x3, x4, x6], x7]

+[x5, [x3, x4, x6], [x1, x2, x7]] + [[x1, x2, x5], x6, [x3, x4, x7]] + [x5, [x1, x2, x6], [x3, x4, x7]]

+[x5, x6, [[x1, x2, x3], x4, x7]] + [x5, x6, [x3, [x1, x2, x4], x7]] + [x5, x6, [x3, x4, [x1, x2, x7]]],

P = Jx1,x2,[x3,x4,x5],x6,x7
+ Jx1,x2,x5,[x3,x4,x6],x7

+ Jx1,x2,x5,x6,[x3,x4,x7],

T = [x5, x6, Jx1,x2,x3,x4,x7 ] + 1,

Q = [x5, Jx1,x2,x3,x4,x6 , x7] + [Jx1,x2,x3,x4,x5 , x6, x7] + 1,

S = [x3, x4, Jx1,x2,x5,x6,x7 ] + 1,

R = J[x1,x2,x3],x4,x5,x6,x7
+ Jx3,[x1,x2,x4],x5,x6,x7

+ Jx3,x4,[x1,x2,x5],x6,x7

+Jx3,x4,x5,[x1,x2,x6],x7
+ Jx3,x4,x5,x6,[x1,x2,x7].

We continue by setting up a 2-category of 3-Lie 2-algebras.

Definition 4.2. Given 3-Lie 2-algebras L and L′, a homomorphism F : L −→ L′ consists of:

• A linear functor F from the underlying 2-vector space of L to that of L′, and
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• a completely skew-symmetric trilinear natural transformation

F2(x, y, z) : [F0(x), F0(y), F0(z)]′ −→ F0[x, y, z]

such that the following diagram commutes:

[F0(x1), F0(x2), [F0(x3), F0(x4), F0(x5)]′]′

[1,1,F2]

��

J′

F0(x1),F0(x2),F0(x3),F0(x4),F0(x5)
// a

[F2,1,1]+[1,F2,1]+[1,1,F2]

��
[F0(x1), F0(x2), F0[x3, x4, x5]]′

F2

��

b

F2+F2+F2

��
F0[x1, x2, [x3, x4, x5]]

F1(Jx1,x2,x3,x4,x5 )
// c .

where a, b, c are given by

a = [[F0(x1), F0(x2), F0(x3)]′, F0(x4), F0(x5)]′ + [F0(x3), [F0(x1), F0(x2), F0(x4)]′, F0(x5)]′

+[F0(x3), F0(x4), [F0(x1), F0(x2), F0(x5)]′]′,

b = [F0[x1, x2, x3], F0(x4), F0(x5)]′ + [F0(x3), F0[x1, x2, x4], F0(x5)]′

+[F0(x3), F0(x4), F0[x1, x2, x5]]′,

c = F0[[x1, x2, x3], x4, x5] + F0[x3, [x1, x2, x4], x5] + F0[x3, x4, [x1, x2, x5]].

The identity homomorphism IdL : L −→ L has the identity functor as its underlying functor,
together with an identity natural transformation as (IdL)2. Let L,L′ and L′′ be 3-Lie 2-algebras,
the composite of 3-Lie 2-algebra homomorphisms F : L −→ L′ and G : L′ −→ L′′ which we denote
by G ◦ F , is given by letting the functor ((G ◦ F )0, (G ◦ F )1) be the usual composition of (G0, G1)
and (F0, F1), and letting (G ◦ F )2 be the following composite:

[G0 ◦ F0(x), G0 ◦ F0(y), G0 ◦ F0(z)]′′

G2(F0(x),F0(y),F0(z))

��

(G◦F )2(x,y,z)

**❱❱❱
❱❱

❱❱
❱❱

❱❱
❱❱

❱❱
❱❱

❱

G0 ◦ F0[x, y, z].

G0[F0(x), F0(y), F0(z)]′
G1(F2(x,y,z))

44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤

We also have 2-homomorphisms between homomorphisms:

Definition 4.3. Let F,G : L −→ L′ be 3-Lie 2-algebra homomorphisms. A 2-homomorphism
θ : F ⇒ G is a linear natural transformation from F to G such that the following diagram
commutes:

[F0(x), F0(y), F0(z)]′

[θx,θy,θz]′

��

F2
// F0[x, y, z]

θ[x,y,z]

��

[G0(x), G0(y), G0(z)]′
G2

// G0[x, y, z].
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Since 2-homomorphisms are just natural transformations with an extra property, we vertically
and horizontally compose these in the usual way, and an identity 2-homomorphism is just an
identity natural transformation.

It is straightforward to see that

Proposition 4.4. There is a 2-category 3Lie2Alg with 3-Lie 2-algebras as objects, 3-Lie 2-algebra
homomorphisms as morphisms, and 3-Lie 2-algebra 2-homomorphisms as 2-morphisms.

Now we establish the equivalence between the 2-category of 3-Lie 2-algebras and that of 2-term
3-Lie∞-algebras. This result is based on the equivalence between 2-vector spaces and 2-term chain
complexes described in Subsection 2.2.

Theorem 4.5. The 2-categories 2Term3-Lie∞ and 3Lie2Alg are 2-equivalent.

Proof. First we construct a 2-functor T : 2Term3-Lie∞ −→ 3Lie2Alg. Given a 2-term 3-Lie∞-
algebra V = (V1, V0, d, l2, l3), we have a 2-vector space L via (4). More precisely, L0 = V0, L1 =
V0 ⊕ V1, and the source and the target map are given by s(x + f) = x and t(x + f) = x + df .
Define a skew-symmetric trilinear functor [·, ·, ·] : L× L× L −→ L by

[x+ f, y + g, z + h] = l3(x, y, z) + l3(x, y, h) + l3(x, g, z) + l3(f, y, z)

+l3(df, g, z) + l3(df, y, h) + l3(x, dg, h) + l3(df, dg, h),

and define the fundamentor Jx1,x2,x3,x4,x5 by

Jx1,x2,x3,x4,x5 = ([x1, x2, [x3, x4, x5]], l5(x1, x2, x3, x4, x5)).

The source of Jx1,x2,x3,x4,x5 is [x1, x2, [x3, x4, x5]] as desired. By (d) in the Lemma 3.3, its target is

t(Jx1,x2,x3,x4,x5) = [x1, x2, [x3, x4, x5]] + dl5(x1, x2, x3, x4, x5)

= [[x1, x2, x3], x4, x5] + [x3, [x1, x2, x4], x5] + [x3, x4, [x1, x2, x5]],

as desired. By Conditions (e) and (f) in Lemma 3.3, we deduce that J is a natural transformation.
By Condition (h) in Lemma 3.3, we can deduce that the fundamentor identity holds. This completes
the construction of a 3-Lie 2-algebra L = T (V) from a 2-term 3-Lie∞-algebra V .

We go on to construct a 3-Lie 2-algebra homomorphism T (φ) : T (V) −→ T (V ′) from a 3-Lie∞-
algebra homomorphism φ = (φ0, φ1, φ2) : V −→ V ′ between 2-term 3-Lie∞-algebras. Let T (V) = L

and T (V ′) = L′. We define the underlying linear functor of T (φ) = F with F0 = φ0, F1 = φ0 ⊕ φ1.

Define F2 : V0 × V0 × V0 −→ V ′
0 ⊕ V ′

1 by

F2(x1, x2, x3) = ([φ0(x1), φ0(x2), φ0(x3)]′, φ2(x1, x2, x3)).

Then F2(x1, x2, x3) is a natural isomorphism from [F0(x1), F0(x2), F0(x3)]′ to F0[x1, x2, x3], and
F = (F0, F1, F2) is a homomorphism from L to L′. We can also prove that T preserve identities
and composition of homomorphisms. So T is a functor.

Furthermore, to construct T to be a 2-functor, we only need to define T on 2-morphisms. Let
ϕ, ψ : V −→ V ′ be homomorphisms and τ : ϕ ⇒ ψ a 2-homomorphism. Then we define

θ(x) = T (τ)(x) = (ϕ0(x), τ(x)).

By (11), T (τ) is a 2-homomorphism from T (φ) to T (ψ). It is obvious that T preserves the compo-
sitions and identities. Thus, T is a 2-functor from 2Term3-Lie∞ to 3Lie2Alg.

Next we construct a 2-functor S :3Lie2Alg −→ 2Term3-Lie∞. Given a 3-Lie 2-algebra L, we
obtain a complex of vector spaces V = S(L) via (3). More precisely, V1 = ker(s), V0 = L0 and
d = t|ker(s). For all x1, x2, x3, x4, x5 ∈ V0 = L0 and f, g, h ∈ V1 ⊆ L1, we define l3 and l5 as follows:
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(1) l3(x1, x2, x3) = [1x1 , 1x2 , 1x3],

(2) l3(x1, x2, h) = [1x1 , 1x2 , h],

(3) l3(x1, f, h) = 0, l3(f, h, g) = 0,

(4) l5(x1, x2, x3, x4, x5) = Jx1,x2,x3,x4,x5 − 1s(Jx1,x2,x3,x4,x5 ).

The various conditions of L being a 3-Lie 2-algebra imply that V = (V1, V0, d, l3, l5) is 2-term 3-
Lie∞-algebra. This completes the construction of a 2-term 3-Lie∞-algebra V = S(L) from a 3-Lie
2-algebra L.

Let L and L′ be 3-Lie 2-algebras, and F = (F0, F1, F2) : L −→ L′ a homomorphism. Let
S(L) = V and S(L′) = V ′. We go on to construct a 3-Lie∞-homomorphism φ = S(F ) : V −→ V ′.
Let φ0 = F0, φ1 = F1|ker(s). Define φ2 : V0 × V0 × V0 −→ V ′

1 by

φ2(x1, x2, x3) = F2(x1, x2, x3) − 1s(F2(x1,x2,x3)).

Then φ2 is completely skew-symmetric, and

d′φ2(x1, x2, x3) = (t′ − s′)F2(x1, x2, x3)

= φ0(l3(x1, x2, x3)) − l′3(φ0(x1), φ0(x2), φ0(x3)).

The naturality of F2 gives Equation (9) in Definition 3.5, and the fundamentor identity gives
Equation (10) in Definition 3.5. Thus, φ = S(F ) is a homomorphism between 2-term 3-Lie∞-
algebras.

Let F,G : L −→ L′ be 3-Lie 2-algebra homomorphisms and θ : F ⇒ G a 2-homomorphism. Let
ϕ = S(F ), ψ = S(G) : V −→ V ′ be the corresponding 3-Lie∞-homomorphisms. We define

τ(x) = S(θ)(x) = θ(x) − 1s′(θ(x)).

By the commutative diagram in Definition 4.3, we can deduce that (11) holds. Thus, τ = S(θ) is a
2-homomorphism. It is straightforward to deduce that S preserves the compositions and identities.
Thus S is a 2-functor from 3Lie2Alg to 2Term3-Lie∞.

In the end, it is easy to construct the natural isomorphisms α : ST ⇒ 13Lie2Alg and β : TS ⇒
12Term3Lie∞

. We omit details. The proof is completed.

5 Skeletal and strict 3-Lie 2-algebras

By Theorem 4.5, we see that 3-Lie 2-algebras and 2-term 3-Lie∞-algebras are equivalent. Thus,
we will call a 2-term 3-Lie∞-algebra a 3-Lie 2-algebra in the sequel.

A 3-Lie 2-algebra (V1, V0, d, l3, l5) is called skeletal (strict) if d = 0 (l5 = 0).
In this section, first we classify skeletal 3-Lie 2-algebras via the third cohomology group. Then,

we introduce the notion of a crossed module of 3-Lie algebras, and show that they are equivalent
to strict 3-Lie 2-algebra. At the end, we construct a 3-Lie 2-algebra from a 3-Lie algebra with a
symplectic structure.

Theorem 5.1. There is a one-to-one correspondence between skeletal 3-Lie 2-algebras and quadru-
ples ((g, [·, ·, ·]), V, ρ,Θ), where (g, [·, ·, ·]) is a 3-Lie algebra, V is a vector space, ρ is a representation
of g on V, and Θ is a 3-cocycle on g with values in V.
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Proof. Let (V1, V0, d = 0, l3, l5) be a skeletal 3-Lie 2-algebras. By (d) in Lemma 3.3, we see that
l3|V0 satisfies the fundamental identity. Thus, (V0, l3|V0 ) is a 3-Lie algebra. l3 also gives rise to a
map ρ : ∧2V0 −→ V1 by

ρ(x1, x2)(f) = l3(x1, x2, f). (13)

By (e) and (f) in Lemma 3.3, we deduce that ρ is a representation of the 3-Lie algebra (V0, l3|V0 )
on V1. Finally, by (g) in Lemma 3.3, we get that l5 is a 3-cocycle.

Conversely, given a 3-Lie algebra (g, [·, ·, ·]), a representation ρ of g on a vector space V, and a
3-cocycle Θ on g with values in V, we define V0 = g, V1 = V , d = 0, and totally skew-symmetric
l3, l5 by

l3(x, y, z) = [x, y, z], l3(x, y, f) = ρ(x, y)(f), l5 = Θ.

Then, it is straightforward to see that (V1, V0, d = 0, l3, l5) is a skeletal 3-Lie 2-algebra.

Now we introduce the notion of a crossed module of 3-Lie algebras and show that they are
equivalent to strict 3-Lie 2-algebras.

Definition 5.2. A crossed module of 3-Lie algebras is a quadruple ((g, [·, ·, ·]g), (h, [·, ·, ·]h), µ, α),
where (g, [·, ·, ·]g) and (h, [·, ·, ·]h) are 3-Lie algebras, µ : g −→ h is a homomorphism of 3-Lie
algebras, and α : ∧2h −→ Der(g) is a representation, such that for all x, y, z ∈ h, f, g, h ∈ g, the
following equalities hold:

µ(α(x, y)(f)) = [x, y, µ(f)]h, (14)

α(µ(f), µ(g))(h) = [f, g, h]g, (15)

α(x, µ(f))(g) = −α(x, µ(g))(f). (16)

Remark 5.3. The more general notion of crossed modules of n-Leibniz had been given in [8], and
the relation with the third cohomology group is established there.

Theorem 5.4. There is a one-to-one correspondence between strict 3-Lie 2-algebras and crossed
modules of 3-Lie algebras.

Proof. Let (V1, V0, d, l3, l5) be a strict 3-Lie 2-algebras. Define g = V1, h = V0, and the following
two bracket operations on g and h:

[f, g, h]g = l3(df, dg, h) = l3(df, g, dh) = l3(f, dg, dh), (17)

[x, y, z]h = l3(x, y, z). (18)

It is straightforward to see that both [·, ·, ·]g and [·, ·, ·]h are 3-Lie brackets. Let µ = d, by Condition
(a) in Lemma 3.3, we have

µ[f, g, h]g = dl3(df, dg, h) = l3(df, dg, dh) = [µ(f), µ(g), µ(h)]h,

which implies that µ is a homomorphism of 3-Lie algebras. Define α : ∧2h −→ gl(g) by

α(x, y)(f) = l3(x, y, f).

By Condition (f) in Lemma 3.3, we deduce that α(x, y) ∈ Der(g). By Conditions (e) and (f) in
Lemma 3.3, we can obtain that α is a representation. Furthermore, we have

µ(α(x, y)(f)) = d(α(x, y)(f)) = dl3(x, y, f) = l3(x, y, df) = [x, y, µ(f)]h,

α(µ(f), µ(g))(h) = l3(df, dg, h) = [f, g, h]g,

α(x, µ(f))(g) = l3(x, µ(f), g) = −l3(x, µ(g), f) = −α(x, µ(g))(f).
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Therefore we obtain a crossed module of 3-Lie algebras.
Conversely, a crossed module of 3-Lie algebras gives rise to a 2-term 3-Lie∞-algebra, in which

V1 = g, V0 = h, d = µ, and the totally skew-symmetric trilinear map l3 is given by

l3(x, y, z) = [x, y, z]h,

l3(x, y, f) = α(x, y)(f).

The crossed module conditions give various conditions for 2-term 3-Lie∞-algebras. We omit details.
The proof is completed.

Now we give an example of crossed module of 3-Lie algebras.

Example 5.5. Let g = R
3 with a basis {e1, e2, e3}, and the 3-Lie bracket is given by [e1, e2, e3]g =

e1. Let h = R
3 with a basis {e1, e2, e3}, and the 3-Lie bracket is given by [e1, e2, e3]h = e1. Define

µ : g −→ h by µ(ei) = ei. Obviously, µ is an homomorphism. Define α : ∧2h −→ gl(g) by

α(e1, e2) =




0 0 1
0 0 0
0 0 0


 , α(e2, e3) =




1 0 0
0 0 0
0 0 0


 , α(e3, e1) =




0 1 0
0 0 0
0 0 0


 .

More precisely, α(e1, e2)(e3) = e1, α(e2, e3)(e1) = e1, α(e3, e1)(e2) = e1. It is straightforward
to deduce that α is a representation and take values in Der(g). Furthermore, (14)-(16) are also
satisfied. Thus, (g, h, µ, α) constructed above is a crossed module of 3-Lie algebras.

At the end of this section, we construct a strict 3-Lie 2-algebra from a 3-Lie algebra with a
symplectic structure. The main ingredient in this construction is the underlying 3-pre-Lie algebra
structure.

Definition 5.6. [4] Let A be a vector space with a multilinear map {·, ·, ·} : A ⊗ A ⊗ A → A.
(A, {·, ·, ·}) is called a 3-pre-Lie algebra if the following identities hold:

{x, y, z} = −{y, x, z}, (19)

{x1, x2, {x3, x4, x5}} = {[x1, x2, x3]C , x4, x5} + {x3, [x1, x2, x4]C , x5}

+{x3, x4, {x1, x2, x5}}, (20)

{[x1, x2, x3]C , x4, x5} = {x1, x2, {x3, x4, x5}} + {x2, x3, {x1, x4, x5}}

+{x3, x1, {x2, x4, x5}}. (21)

where [·, ·, ·]C is given by

[x, y, z]C = {x, y, z} + {y, z, x} + {z, x, y}, ∀x, y, z ∈ A, (22)

Proposition 5.7. [4] Let (A, {·, ·, ·}) be a 3-pre-Lie algebra. Then, (A, [·, ·, ·]C) is a 3-Lie algebra,
where [·, ·, ·]C is the induced 3-commutator given by Eq. (22). Furthermore, L : ∧2A −→ gl(A),
which is defined by

Lx,yz = {x, y, z}, ∀ x, y, z ∈ A, (23)

is a representation of the 3-Lie algebra (A, [·, ·, ·]C) on A.

Definition 5.8. Let (g, [·, ·, ·]) be a 3-Lie algebra. A symplectic structure on (g, [·, ·, ·]) is a
nondegenerate skew-symmetric bilinear form ω : ∧2g −→ R, such that for all x, y, z, w ∈ g, the
following identity hold:

ω([x, y, z], w) − ω([x, y, w], z) + ω([x, z, w], y) − ω([y, z, w], x) = 0. (24)
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Proposition 5.9. [4] Let (g, [·, ·, ·]) be a 3-Lie algebra, and ω a symplectic structure on (g, [·, ·, ·]).
Then, there exists a compatible 3-pre-Lie algebra structure on g given by

ω({x, y, z}, w) = −ω(z, [x, y, w]), ∀x, y, z, w ∈ g. (25)

Theorem 5.10. Let (g, [·, ·, ·]) be a 3-Lie algebra, ω a symplectic structure on (g, [·, ·, ·]), and
(g, {·, ·, ·}) the induced 3-pre-Lie algebra given in Proposition 5.9. On the complex of vector spaces

g∗ ω♯−1

−→ g, define l3, which is totally skew-symmetric, by






l3(x, y, z) = [x, y, z], ∀ x, y, z ∈ g

l3(x, y, ξ) = L∗
x,yξ, ∀ x, y ∈ g, ξ ∈ g∗

l3(x, ξ, η) = 0, ∀ x ∈ g, ξ, η ∈ g∗

l3(ξ, η, γ) = 0, ∀ ξ, η, γ ∈ g∗,

(26)

where L∗ is the dual representation of L and ω♯ : g −→ g∗ is given by ω♯(x)(y) = ω(x, y). Then,

(g∗, g, d = ω♯−1
, l3) is a strict 3-Lie 2-algebra.

Proof. Obviously, we only need to show that Conditions (a) and (c) in Lemma 3.3 hold, the other
conditions hold naturally. For all x, y, z, w ∈ g, let f = ω♯(z) and g = ω♯(w), we have

〈dl3(x, y, f), g〉 = −〈l3(x, y, ω♯(z)), w〉 = −〈L∗
x,yω

♯(z), w〉 = 〈ω♯(z), {x, y, w}〉 = ω(z, {x, y, w}),

and

〈l3(x, y, df), g〉 = 〈l3(x, y, z), ω♯(w)〉 = ω(w, [x, y, z]).

By (25), we deduce that dl3(x, y, f) = l3(x, y, df), i.e. Condition (a) hold. Furthermore, also by
(25), we have

〈l3(df, g, x), y〉 = 〈L∗
x,zω

♯(w), y〉 = −ω(w, {x, z, y}) = −ω(y, [x, z, w]),

〈l3(f, dg, x), y〉 = 〈L∗
w,xω

♯(z), y〉 = −ω(z, {w, x, y}) = −ω(y, [w, x, z]).

Therefore, we have l3(df, g, x) = l3(f, dg, x), which implies that Condition (b) hold. The proof is
finished.
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[10] S. Cherkis and C. Sämann, Multiple M2-branes and generalized 3-Lie algebras. Phys. Rev.
D 78 (2008), no. 6, 066019, 11 pp.

[11] J. A. de Azcarraga and J. M. Izquierdo, n-ary algebras: a review with applications, J. Phys.
A: Math. Theor. 43 (2010), 293001.

[12] A. Fialowski and M. Penkava, Deformation theory of infinity algebras. J. Algebra 255 (2002),
no. 1, 59-88.

[13] J. Figueroa-O′Farrill, Deformations of 3-algebras. J. Math. Phys. 50 (2009), no. 11, 113514,
27 pp.

[14] V. T. Filippov, n-Lie algebras, Sib. Mat. Zh. 26 (1985) 126-140.

[15] P. Gautheron, Some remarks concerning Nambu mechanics, Lett. Math. Phys., 37 (1996)
103-116.

[16] J. Gomis, D. Rodríguez-Gómez, M. Van Raamsdonk and H. Verlinde, Supersymmetric Yang-
Mills theory from Lorentzian three-algebras. J. High Energy Phys. 2008, no. 8, 094, 18 pp.

[17] P. Ho, R. Hou and Y. Matsuo, Lie 3-algebra and multiple M2-branes, J. High Energy Phys.
2008, no. 6, 020, 30 pp.

[18] Sh. M. Kasymov, On a theory of n-Lie algebras. (Russian) Algebra i Logika 26 (1987), no. 3,
277-297, 398.
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