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We present a measurement of the electron neutrino chargeert inclusive cross section per nu-
cleon with a data sample corresponding t6  10?° protons-on-target collected by N@ near
detector at Fermilab. We measured the cross section in fargg bins from 1 GeV to 3 GeV with
half GeV per bin.
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1. Introduction

As summarized in Ref. [1], there are fewcross section measurements. LSND provided a mea-
surement in the low energy region up to 55 MeV [2]. The first sueament at GeV scale was from
the Gargamelle experiment [3] based on 200 selected datdasevEhe T2K experiment measured
the cross section at neutrino eneifgy, ~ 1 GeV [4] using 315 selected data events. Most recently,
MINERVA has published a result using approximately 2100dddete events in the range (0.5-10
GeV) with average purity of 50% [5].

NOvA [6] is a long baseline neutrino experiment with two funaoidly equivalent detectors, to
study neutrino oscillations, neutrino interaction crosstiosns, and new phenomena searchesvANO
detectors are low-Z and highly active tracking calorimgteesigned tof&ciently identify ve interac-
tions. The NQA near detector is located approximately 14.6 mridte axis of the NuMI neutrino
beam [7], with ave flux covering a broad range of energies. In this proceedirgpresent the mea-
surement of electron neutrino charged-current inclusisesssection per nucleon in bins of neutrino
energy from 1 GeV to 3 GeV, using data corresponding.60<10?° protons-on-target collected by
NOvA near detector between November 2014 and June 2015.

2. The NOvA near detector

NOvA near detector (ND) is located about 100 m underground ahifay, and 1 km from the
source of NuMI neutrino beam. That beam is produced from #wayl of charged pions and kaons
generated by 120 GeV proton collisions on a graphite tafidet.ND is positioned at an angle of 14.6
mrad relative to the beam axis direction and composed of &4dr$ of cells of extruded PVC [8],
with 3.9 cmx 6.6 cm in area and 4 m in length. There is a muon catcher, ldeathe end of the fully
active detector, composed by 22 layers of PVC cells and MFdasteel plates with 10 cm thickness,
where each steel plate is put in between two layers of PVG.cEfle muon catcher %the height of
the fully active detector. Each PVC cell contains singlepka wavelength-shifting fiber and is filled
with liquid scintillator pseudocumene [9], where the silmtion light is transported to one pixel of
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a 32-pixel Hamamatsu avalanche photodiode. These plane¥©fcells are layered in orthogonal
views to allow for 3-dimensional reconstruction of neutrinteractions. Overall, NOA ND consists
of 20k readout channels, and weights 300 ton.

In this analysis, only fully active detector is used, whichsta total mass of 190 ton. In the
fiducial region of the detector, the liquid scintillator cprises 63% of the detector mass. The ND
is dominated by Carbon, Chlorine, and Hydrogen (see TablehB total number of nucleons in the
fiducial region is 27 x 1031,

Table I.: Mass weight for NQA near detector components.

C12 CI35 H1 Ti48 016 others
66.8% 16.4% 105% 3.3% 2.6% 0.4%

3. Simulation and Calibration

The neutrino beam flux is simulated using theka [10], interfaced with aeant4 [11] geometry
with rLuce [12] to model the interactions of protons with the targete ieutrino beam is dominated
by v,./v, with a~2% intrinsic beamve + ve component. These intrinsic beam dominantly come
from the decay ofi* produced by pions’ decay and from charged and neutral kddresve from
muon decays contribute most in low energy regiarB(GeV), while above that energy thrge comes
primarily from kaon decays. The fraction of contribution/tdlux as a function of, energy is shown
in Fig. 1.
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Fig. 1.: Fraction ofve flux as a function o¥ energy from muons and kaons.

The neutrino interactions inside and outside the detectosienulated usingenie [13], andGeant
is used to track the resulting particles and correspondireggy depositions. Experiment-specific
simulations [14] are used to model the capture of the skahibh photons in the wavelength-shifting
fibers and the response of the readout electronics.

Cosmic ray muons are used as standard candles to calibeatietéctor response. In addition,
the energy spectrum of Michel electrons and #flenass peak, as well as the muons from neutrino
interactions in near detector are used as the cross-chHu&sletector response is simulated well; all
results agree within 5%.



4. Reconstruction and event salection

The calibrated cell hits are grouped together to form théchrasonstructed clusters based on the
time and space to construct the neutrino candidates [15EEg}h basic cluster corresponds to one
neutrino interaction. Within these basic clusters, thdiglarpaths are found, and the corresponding
interactions of these paths are used as seeds to find thnoetdrtex. Furthermore, this event vertex
is used as seed to form electromagnetic showers using ttay{felistering algorithm [17, 18].

Theve CC candidates are selected by requiring the most energilishewer (primary shower)
to be contained, with energy less than 3.5 GeV. In addittomshower length is required to be greater
than 150 cm but less than 500 cm, and the fraction of MIP hitetiless than 35%. A likelihood-based
selector is required to be greater than 0.2, which was dpedlosing an artificial neural network by
combining the likelihood dferences of longitudinal and transverse shower energy dispoamong
different particle hypotheses, and other topological varsable

To reduce background further, a Boosted Decision Trees {HMDd] discriminant is defined,
combining the fraction of MIP hits in the second most enécgsthower, the fraction of energy in
transverse road around the primary shower corechycm, the maximal fraction of energy in 6-
continuous planes along beam direction, the fraction ofggnim first 10 planes, and the fraction of
energy in secondary, third, and fourth plane of primary sfrowhe shapes of BDT output, normalized
to unity area and obtained after all event selection catene shown in Fig. 2, exhibiting a significant
discrimination betweeme CC signal, and, and NC backgrounds. The BDT output distributions for
the data, signal, and backgrounds (see Section 5) are sihdwg.i3, the BDT output 0.18 is used
in this analysis to extract the cross section. After impgsaf selection requirements, 93¢ CC
candidates are selected in data, with an expected purity%t 6

NOVA Simulation
— 1 T ]

L ‘+i‘$ +CCv ]
" 0.08 to ,¢ oNC 7,
2 l +—¢ ; +CCv,
s 0.061- & +
ST
S ooil A N
g | AR +++ ]
. S w
002 2 ++ o +++ B
JEeSeditandl ! A(f)iQm Mad

BDT gutput
Fig. 2.: Normalized BDT output spectrum from CC signal, and, and NC backgrounds.

To validate the performance of EM shower reconstruction thedBDT discriminant, we se-
lect the electromagnetic showers from muon bremsstraliludgta. While most muons produced in
neutrino interactions and traversing the detector usdedlye a long, isolated track, some produce
bremsstrahlung electromagnetic showers. We select tivestse remove the muon activity based on
the energy deposition of MIP hits, and reconstruct the metagnetic showers from the remaining
activity. The shapes of the shower energy and length, nazethto unity area, for electromagnetic
showers from muon bremsstrahlung in data and monte carlglaiion (MC), andve CC signal are
shown in Fig. 4. There is good agreement between data and iiGhase bremsstrahlung EM show-
ers cover similar kinematic regions as the EM showers frandICC signal. The BDT discriminant
distributions for those bremsstrahlung electromagnédtimvers are shown in Fig. 5, showing good
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Fig. 3.: BDT output spectrum from datag CC signal, and backgrounds.

agreement between data and MC.
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Fig. 4.: Normalized shower energy (left plot) and length (righttpiiistributions from electromag-
netic showers of muon bremsstrahlung in data and MC &L signal.

5. Background subtraction

Thev, CC (includingv, CC), NC, andve CC are the dominant backgrounds. We explicitly treat
the neutrino interactions outside the detector as the rackdround, which is dominated by CC
events. These backgrounds are estimated fsexe MC, and we derive the normalization factors
from background dominant sideband samples to eliminataribertainties from flux andenie cross
section modelings. Two sideband samples are selectedh®r e#tversing the fraction of MIP cut on
the primary shower, or in the low BDT output region. To seklbet events in the similar kinematic
regions as the backgrounds in the signal region, we furéguire the primary shower momentum
to be greater than 1.2 GeV and éas primary shower to be greater than 0.9. The sideband sample
in the low BDT output region is used as the main sideband sanagl it has similar ratio between
NC andvy, CC backgrounds as in the signal region. The distributiongte reconstructed energy,
primary shower momentum, primary shower scattering arggpect to beam direction, and invari-
ant 4-momentum transfer squared for the two sideband samapéeshown in Figs. 6 and 7. There
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Fig. 5.: BDT output spectrum from electromagnetic showers of mu@misstrahlung in data and
MC.

is a clear normalization deficit between data and sum of tlokdraunds. Conservatively, we use
0.95+ 0.2 as the background normalization factor to cover the Kimib variation derived from
the main sideband sample with low BDT output, while also coxethe diference between the two
sideband samples.
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Fig. 6.. Event distributions of reconstructed energy, primaryvafromomentum, primary shower
scattering angle respect to beam direction, and invariambehentum transfer squared from sideband
samples in low BDT output region for data, signal, and backgds.
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Fig. 7.. Event distributions of reconstructed energy, primaryvaromomentum, primary shower
scattering angle respect to beam direction, and invariembehentum transfer squared from sideband
samples with reversing the fraction of MIP hits for datansigand backgrounds.

6. Systematics

The dominant sources of systematic uncertainties are fraxrpflediction, background normal-
ization, hadronic energy, and event selectifiiteency. There are two dominant uncertainties for flux
prediction: one is from the beam transport due to the horneatirbeam spot size, and magnetic
field; the other is from the hadron production. We use thereatedata results, including the pion
and kaon production cross section measurements from NAgEexent [20, 21], the kaon and pion
ratio using thin target from MIPP experiment [22], and theerg pion yield measurements based on
thick target from MIPP experiment [23]. Based on these ederonstrains, we reduce owgflux by
5-8% from 1 GeV to 3 GeV energy region, and corresponding uaiteytis~10%. There isv21%
shape discrepancy for hadron energy between data and MGunedaromy,, disappearance analy-
sis. To take into account that discrepancy, we shift thedradnergy forwe CC signal by 21% event
by event and the observed80% change on neutrino energy is used as the systematictaintgr
We cross-checked with selected CC candidates in sideband samples, and confirmed the used 21%
shift is large enough to cover the existed discrepancy fdrdraenergy between data and MC. Our
event selection requirements including the BDT discrimtrare dominantly based on the primary
shower to be as model independent as possible. The evetti@elgficiency is measured usirgnIE
ve CC events. The shower selection is studied using the breahistg showers in data and MC, 5%
uncertainty is obtained by comparing the selectificiency as a function of shower energy. There
is 5%GeNIE Cross section uncertainty, dominantly from CC Quasi-klagirmalization. The detector
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modeling dfects have also been studied by usingieslentceant4 physics lists, QGSP, QGSC, FTFP,
which is found to be negligible.

The statistical and systematic uncertainties for eachggri@n are summarized in Table Il. There
is ~20% systematic uncertainty across energy region, and wal@ady dominated by systematic
uncertainty.

Table I1.: Statistical and systematic uncertainties.

Energy (GeV) Statistical Uncertainty (%) Systematic Utaiety (%)

1-15 22.6 22.4
15-2 11.8 20.4
2-25 10.3 21.5
25-3 6.8 18.7

7. Results

The measured, CC inclusive cross section per nucleon in 4 energy bins fra@ge¥ to 3 GeV
are shown in Fig. 8. The uncertainties are highly correlétetiveen the 4 energy bins (see Fig. 9).
Thecenie prediction forve on carbon only is also shown.
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Fig. 8.: The ve CC inclusive cross section in bins of neutrino energy. ThevAl@ata points are
shown in red triangle. The vertical errors represent thed totcertainty, and the horizontal bar shows
the energy coverage. Thenie prediction forve on C12 only is shown in dashed line, with green
band showing thed uncertainty. The results from Gargamelle and T2K are alsavah
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