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Abstract

In this paper, we study a maximization and a minimization problem associated with a Poisson
boundary value problem. Optimal solutions in a set of rearrangements of a given function define
stationary and stable flows of an ideal fluid in two dimensions. The main contribution of this
paper is to determine the optimal solutions. At first, we derive the solutions analytically when
the problems are in low contrast regime. Moreover, it is established that the solutions of both
problems are unique. Secondly, for the high contrast regime, two optimization algorithms are
developed. For the minimization problem, we prove that our algorithm converges to the global
minimizer regardless of the initializer. The maximization algorithm is capable of deriving all
local maximizers including the global one. Numerical experiments leads us to a conjecture about
the location of the maximizers in the set of rearrangements of a function.

Keywords: Laplacian Operator, Shape optimization, Analytic solution, Rearrangement, Steady
vortices
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1. Introduction

Optimal shape design for energy functionals corresponding to elliptic operators provides a
vast number of interesting and challenging mathematical problems; see [1] and the references.
This class of problems arise naturally in many different fields, such as mechanical vibrations,
electromagnetic cavities, photonic crystals and population dynamics.

In this paper we are considering the problem of optimizing an energy functional correspond-
ing to the Laplacian operator with Dirichlet’s boundary conditions.

Let Ω be a bounded smooth domain in RN and let f0 = αχD0 + βχDc
0

be a step function such
that D0 ⊂ Ω and |D0| = A > 0 and α > β > 0. Notation |.| stands for Lebesgue measure. Define
F as the family of all measurable functions which are rearrangement of f0, we will see later in
section 2 that f ∈ F if and only if f = αχD + βχDc where D ⊂ Ω, |D| = A. For f ∈ F , consider
the following Poisson boundary value problem

− ∆u = f in Ω, u = 0 on ∂Ω. (1.1)
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This equation has many applications in different areas of engineering and science including elec-
trostatics, steady fluid flow and Brownian motion to name a few [2]. As an application, consider
the planar motion under an irrotational body force of an incompressible, inviscid fluid contained
in an infinite cylinder of uniform cross-section Ω. If f represents the vorticity for the flow of the
fluid, then u f is the stream function. In equation (1.1), flows are sought in which the vorticity is
a rearrangement of a prescribed function f0.

Defining the energy functional

Ψ( f ) =

∫
Ω

f u f dx,

we are interested in the following optimization problems

max
f∈F

Ψ( f ), (1.2)

min
f∈F

Ψ( f ). (1.3)

Indeed, one can recast optimization problems (1.2) and (1.3) into the problem of finding a set
D ⊂ Ω, |D| = A where the corresponding vorticity function f = αχD + βχDc is the optimal
solution of the functional

Ψ(D) =

∫
Ω

(αχD + βχDc ) u(D)dx,

where u = u(D) is the corresponding solution of (1.1). Such set D is called an optimal set.
Physically, the functional Ψ( f ) represents the kinetic energy of the fluid. Steady flows cor-

respond to stationary points of the kinetic energy relative to rearrangement of the vorticity. A
vorticity f that maximize or minimize the energy functional Ψ( f ) in a set of rearrangements
therefore defines a stationary and stable flows. These solutions determine different configura-
tions of a region of vorticity in an otherwise irrotational flow [3, 4].

There is a plenitude of papers studied rearrangement optimization problems (1.2) and (1.3),
see [3, 5, 6, 7, 8] and the references therein. These studies have investigated existence, uniqueness
and some qualitative properties of the solutions for (1.2) and (1.3) such as symmetry of the
maximizers or minimizers . It has been proved that the minimization problem (1.3) has a unique
solution and the optimal solution of the problem has been determined when Ω is a ball centered
at the origin. Although the maximization problem (1.2) admits a solution for general domain Ω,
the uniqueness of the solution has been established only for the case that Ω is a ball. Indeed,
solutions of (1.2) are not unique in general.

In optimization problems like (1.2) and (1.3), one of challenging mathematical problems
after the problem of existence is an exact formula of the optimizer or optimal shape design. Most
papers in this field answered this question just in case Ω is a ball. For other domains qualitative
properties of solutions were investigated and some partial answers were given [9, 10, 11, 12].
From the physical point of view, it is important to know the shape of the optimal vorticity in case
Ω is not a ball. This class of problems is difficult to solve because of the lack of the topology
information of the optimal shape.

The main contribution of this paper is to determine the optimal shape design for optimization
problems (1.2) and (1.3) when Ω is an arbitrary domain . We will find the solution to problems
(1.2) and (1.3) analytically when α and β are close to each other which are called the low contrast
regime problems. Although it has been proved that solutions of (1.2) are not unique in general,

2



we establish that the solutions of both problems (1.2) and (1.3) are unique when α and β are
close to each other. The analytical solutions will be found by expanding the energy functional Ψ

with respect to (α − β). A similar problem in the low contrast regime has been investigated by
Conca et al in [13] in order to minimize the first eigenvalue of an elliptic operator with Dirichlet
conditions in a ball.

When α and β are not close to each other, the high contrast regime, there must be numerical
approaches to determine the optimal shape design. The mostly used methods now are the ho-
mogenization method [14] and the level set method [15]. The level set method is well known
for its capability to handle topological changes, such as breaking one component into several,
merging several components into one and forming sharp corners. This approach has been ap-
plied to the study of extremum problems of eigenvalues of inhomogeneous structures including
the identification of composite membranes with extremum eigenvalues [16], design of composite
materials with a desired spectral gap or maximal spectral gap [17], finding optical devices that
have a high quality factor [18] and principle eigenvalue optimization in population biology [19].
Recently, Kao and Su [20] proposed an efficient rearrangement algorithm based on the Rayleigh
quotient formulation of eigenvalues. They have solved minimization and maximization problem
for the k-th eigenvalue (k ≥ 1) and maximization of spectrum ratios of the second order elliptic
differential operator in R2.

Motivated by Kao and Su’s method, two optimization algorithms is developed in order to
find the optimal energies for problems (1.2) and (1.3). For minimization problem (1.3), we prove
that our algorithm converges to the global minimizer of (1.3) regardless of the initializer. It is
worth noting that in [20] the numerical simulations have been repeated with some different initial
guesses to find the optimal solutions. Furthermore, an acceptance-rejection method have been
included for some algorithms in [20]. This method which is called the partial swapping method
increases the cost of computations. This is due to the fact that one must accept or reject some
data by checking whether the objective function is improved or not. In our algorithm for min-
imization, we replace the partial swapping method with a step that one should only verify that
some of data fulfill a criterion. For the maximization problem (1.2), we show that our algorithm
converges to a local maximizer. Running the algorithm with different initializers, one can ob-
tain the global maximizer. It is worth noting here that local maximizers are also corresponding
to steady flows of the fluid and determining them are physically important [3]. Employing our
maximization algorithm, one can derive local maximizers of (1.2) for complicated domains such
as domain Ω that approximates the union of n balls. Numerical experiments lead us to a con-
jecture that the local maximizers are in the farthest away from f̂ , the global minimizer of (1.3),
relative to F . If one starts the maximization algorithm from a function farthest away from f̂ then
the maximization algorithm converges faster.

2. Preminileries

In this section we state some results from the rearrangement theory related to our optimization
problems (1.2)- (1.3). The reader can refer to [5, 3, 8] which are standard references for the
rearrangement theory.

Throughout this paper we shall write increasing instead of non- decreasing, and decreasing
instead of non- increasing.
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Definition 2.1. Two Lebesgue measurable functions f : Ω → R, f0 : Ω → R, are said to be
rearrangements of each other if

|{x ∈ Ω : f (x) ≥ r}| = |{x ∈ Ω : f0(x) ≥ r}| ∀r ∈ R. (2.1)

The notation f ∼ f0 means that f and f0 are rearrangements of each other. Consider
f0 : Ω→ R, the class of rearrangements generated by f0, denoted F , is defined as follows

F = { f : f ∼ f0}.

The closure of F in L2(Ω) with respect to the weak topology is denoted by F̄ .
Set f0(x) = αχD0 + βχDc

0
with |D| = A then we have the following technical assertion from

[21].

Lemma 2.1. Function f belongs to the rearrangement class F if and only if f = αχD + βχDc

where D is a subset of Ω with |D| = A.

Next two lemmas provide our main tool for deducing the analytical and numerical results.

Lemma 2.2. Let u(x) be a nonnegative function in L1(Ω) such that its level sets have measure
zero. Then the maximization problem

sup
f∈F̄

∫
Ω

f udx, (2.2)

is uniquely solvable by f̂ (x) = αχD̂ + βχD̂c where |D̂| = A and

D̂ = {x ∈ Ω : u(x) ≥ t},

t = sup{s ∈ R : |{x ∈ Ω : u(x) ≥ s}| ≥ A}.

Lemma 2.3. Let u(x) be a nonnegative function in L1(Ω) such that its level sets have measure
zero. Then the minimization problem

inf
f∈F̄

∫
Ω

f udx, (2.3)

is uniquely solvable by f̂ (x) = αχD̂ + βχD̂c where |D̂| = A and

D̂ = {x ∈ Ω : u(x) ≤ t},

t = inf{s ∈ R : |{x ∈ Ω : u(x) ≤ s}| ≥ A}.

We gain some insight into the solution of problem (1.1) from the following lemma.

Lemma 2.4. Let f ∈ LP(Ω), p > 1, be a nonnegative function and let u(x) be a solution to
problem (1.1) with the right hand side f . Then
i) u ∈ C(Ω̄) ∩W2,p(Ω) ∩W1,p

0 (Ω) and ‖u‖W2,p(Ω) ≤ C‖ f ‖LP(Ω) where C is independent of f and u,
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ii) 0 ≤ u ≤ sup
Ω

f (x),

iii) If p ≥ N then we have

sup
Ω

u(x) ≤
d

Nω
1
N
N

‖ f ‖LN (Ω),

where d is the diameter of Ω and ωN denotes the volume of the unit sphere in RN .
iv) If f is a positive function, then 0 < u in Ω and level sets of u have measure zero.

Proof. The proof of i) follows from Theorem 9.15 and Lemma 9.17 of [23]. We have part ii)
applying Theorem 9.27 of [22]. The proof of part iii) is deduced from Theorem 9.1 and Lemma
9.3 of [23]. The proof of the last part follows from Theorem 8.20 and Lemma 7.7 in [23].

3. Low Contrast Regime

This section is concerned with the optimization problems (1.2) and (1.3) in a low contrast
regime. This means that α and β are close to each other: α = β + ε with ε > 0 small. Then a
function f in F has the form f = β + εχD, in this case. We will determine the solutions to (1.2)
and (1.3) analytically when ε > 0 is small enough. In order to show the dependence on ε and D,
we use u = uε(D) for the solution of (1.1) and

Ψ = Ψ(ε,D) =

∫
Ω

(β + εχD)uε(D)dx. (3.1)

Let φ0 and φ1(D) be the solutions of (1.1) with the right hand sides β and χD respectively
where D is a subset of Ω with |D| = A. Recall that φ0 is a positive function and its level sets have
measured zero in view of Lemma 2.4 -(iv). According to Lemma 2.2, there is a set DM ⊂ Ω

which is the solution of the following optimization problem

sup
D⊂Ω, |D|=A

∫
Ω

χDφ0dx. (3.2)

Note that DM is uniquely determined by

DM = {x ∈ Ω : φ0(x) ≥ tM}, tM = sup{s ∈ R : |{x ∈ Ω : φ0(x) ≥ s}| ≥ A}. (3.3)

We can now state the main result of this section.

Theorem 3.1. There exists ε0 > 0 such that for all D ⊂ Ω, |D| = A, we have

Ψ(ε,DM) ≥ Ψ(ε,D), f or all 0 < ε ≤ ε0,

and the equality occurs only when D = DM almost everywhere in Ω.

Proof. For the sake of clarity we divide the proof into several steps. Let ε > 0 be a constant
which is small compared to 1.

Step 1. In view of the linearity of the Laplace operator, we have uε(D) = φ0 + εφ1(D) and so

Ψ(ε,D) =

∫
Ω

(β+ εχD)(φ0 + εφ1(D))dx =

∫
Ω

βφ0dx + 2ε
∫

Ω

χDφ0dx + ε2
∫

Ω

χDφ1(D)dx, (3.4)
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using

β

∫
Ω

φ1(D)dx =

∫
Ω

∇φ0∇φ1dx =

∫
Ω

χDφ0dx.

Since −∆(uε(D) − φ0) = εχD in Ω, we observe that for every x in Ω,

φ0 ≤ uε(D) ≤ φ0 + ε, (3.5)

applying Lemma 2.4 -(ii). Defining Dε = {x ∈ Ω : φ0(x) ≥ tM − ε}, we see that

0 ≤ uε(D) ≤ tM , on Dc
ε and uε(D) ≥ tM on DM , (3.6)

invoking (3.3), (3.5) and Lemma 2.4 -(i).
Step 2. Fixing ε > 0, assume that D∗ε is the maximizer of the optimization problem (1.2). We

claim that D∗ε does not have intersection with Dc
ε . Assume |D∗ε ∩ Dc

ε | > 0 an then we have∫
D∗ε

uε(D∗ε )dx =

∫
D∗ε∩Dε

uε(D∗ε )dx +

∫
D∗ε∩Dc

ε

uε(D∗ε )dx <
∫

D∗ε∩Dε

uε(D∗ε )dx +

∫
B

uε(D∗ε )dx, (3.7)

where B is an arbitrary subset of DM \ D∗ε with |B| = |D∗ε ∩ Dc
ε |. The strict inequality holds

because of (3.6) and the fact that level sets of uε(D∗) have zero measure in view of Lemma 2.4
-(iv). Setting D̃ε = (D∗ε \ Dc

ε) ∪ B, we infer that∫
Ω

(β + εχD∗ε )u
ε(D∗ε )dx <

∫
Ω

(β + εχD̃ε
)uε(D∗ε )dx.

It is straightforward to deduce Ψ(ε,D∗ε ) < Ψ(ε, D̃ε), see the proof of Theorem 4.1. This contra-
dicts the optimality of D∗ε and thereby proves that D∗ε ⊂ Dε .

Next, we show that DM is an approximation for the optimal set D∗ε as ε is small. We know
according to the definition of DM and Dε that D∗ε \ DM ⊂ Dε \ DM . If ε > 0 tends zero, then
|D∗ε − DM | = |DM − D∗ε | tends zero. Since ‖χDM − χD∗ε ‖

2
L2(Ω) = 2|DM − D∗ε |, we deduce

χD∗ε → χDM , as ε → 0, (3.8)

in L2(Ω).
Step 3. In light of (3.8), we show that there exists ε0 > 0 small enough such that for all

0 < ε < ε0 we have DM = D∗ε . To do so, employing (3.4) it is observed that

Ψ(ε,DM) − Ψ(ε,D∗ε ) = ε

(
2
∫

Ω

(χDM − χD∗ε )φ0dx + ε

∫
Ω

χDMφ1(DM) − χD∗εφ1(D∗ε )dx
)
. (3.9)

Recall that DM is the maximizer of (3.2) and so∫
Ω

(χDM − χD∗ε )φ0dx ≥ 0. (3.10)

We claim that the second summand in the right hand side of (3.9) converges to zero with higher
rate of convergence in comparison with the first summand. We therefore conclude from (3.10)
that there exists ε0 where

Ψ(ε,DM) ≥ Ψ(ε,D), D ⊂ Ω, |D| = A,
6



for all 0 < ε < ε0. This means that DM is the maximizer of (1.2) when 0 < ε < ε0.
For simplicity we write ηε = ∇φ1(DM) − ∇φ1(D∗ε ). Then, we have∫

Ω

(χDM − χD∗ε )φ0dx =

∫
Ω

∇φ1(DM).∇φ0dx −
∫

Ω

∇φ1(D∗ε ).∇φ0dx =< ηε ,∇φ0 >L2(Ω),

On the other hand,

ε

∣∣∣∣∣∫
Ω

χDMφ1(DM) − χD∗εφ1(D∗ε )dx
∣∣∣∣∣ = ε

∣∣∣∣‖φ1(DM)‖2H1
0 (Ω) − ‖φ1(D∗ε )‖

2
H1

0 (Ω)

∣∣∣∣ =

ε
(
‖φ1(DM)‖H1

0 (Ω) + ‖φ1(D∗ε )‖H1
0 (Ω)

) ∣∣∣∣‖φ1(DM)‖H1
0 (Ω) − ‖φ1(D∗ε )‖H1

0 (Ω)

∣∣∣∣ ≤
Cε‖φ1(DM) − φ1(D∗ε )‖H1

0 (Ω) = Cε < ηε , ηε >
1/2
L2(Ω),

where we have the inequality because of Lemma 2.4 -(i). The generic constant C is independent
of ε. Recall that χD∗ε → χDM in L2(Ω) as ε tends to zero and so ηε → 0 in view of Lemma 2.4 -(i).

In summary, we have discovered that the rate of convergence of the first summand in the right
hand side of (3.9) equals to the rate of convergence of the function < ηε ,∇φ0 >L2(Ω). Moreover,
the rate of convergence of the second summand is greater and equal to ε < ηε , ηε >

1/2
L2(Ω). Hence,

the claim is easily deduced.
Step 4. In the last step, we will address the uniqueness of the optimizer. If DM , D∗ε for

0 < ε < ε0, then
∫

Ω
(χDM − χD∗ε )φ0dx > 0 since DM is the unique solution of (3.2). This means

that the right hand side of (3.9) is positive which yields the uniqueness.

It is worth noting here that solutions of maximization problem (1.2) are not unique in general
[7]. Indeed, Theorem 3.1 asserts that f = αχDM + βχDc

M
is the unique maximizer.

Now, we examine the minimization problem (1.3) in a low contrast regime. According to
Lemma 2.3, there is a set Dm which is the solution of the following optimization problem

inf
D∈Ω, |D|=A

∫
Ω

χDφ0dx. (3.11)

Note that Dm is uniquely determined by

Dm = {x ∈ Ω : φ0(x) ≤ tm}, tm = inf{s ∈ R : |{x ∈ Ω : u(x) ≤ s}| ≥ A}. (3.12)

Then, we have the following result for the minimization problem in the low contrast regime
which asserts that f = αχDm + βχDc

m is the unique minimizer of (1.3).

Theorem 3.2. There exists ε0 > 0 such that for all D ⊂ Ω, |D| = A, we have

Ψ(ε,Dm) ≤ Ψ(ε,D), f or all 0 < ε ≤ ε0,

and the equality occurs only when D = Dm almost everywhere in Ω.

Proof. The proof is similar to that for Theorem 3.1 and is omitted.

It is worth noting here that one can derive optimal sets DM and Dm easily applying algorithms
like Algorithm 1 in the next section.
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4. High Contrast Regime

In this section we investigate problems (1.2) and (1.3) in the hight contrast regime which
means that α and β are not close to each other. Numerical approaches is developed to determine
the solutions of problems (1.2) and (1.3). The algorithms are strongly based on Lemmas 2.2 and
2.3 which dealing with level sets of the solution u(x) of (1.1). We will see that in each iteration
steps of our algorithm we need to derive set D̂ in Lemma 2.2 or 2.3.

In order to find D̂, two algorithms can be developed which they apply the idea of the bisection
method. Both algorithms are the same in essence and we only state the algorithm related to the
minimization problem (1.3). Introducing the distribution function F(s) = |{x ∈ Ω : u(x) ≤ s}|,
we state Algorithm 1 to compute t in Lemma 2.3 and determine D̂ consequently. We should
consider a tolerance TOL in the algorithm since it is meaningless computationally to find a set
D̂ satisfying |D| = A exactly.

Algorithm 1. Bisection method for t

Data: A nonnegative function u(x) where its level sets have measure zero.
Result: The level t.
1. Set L = 0, U = max

x∈Ω
u(x);

2. Set θ = (L + U)/2;
3. If |F(θ) − A| < TOL then set t = θ

else
If F(θ) < A then

Set L = θ; Go to step 2;
else

Set U = θ; Go to step 2;

4.1. Maximization Problem (1.2)
Here we describe our algorithm to determine a solution of (1.2) numerically. We start from a

given vorticity function f0 in F and extract new vorticity function f1 such that Ψ( f0) ≤ Ψ( f1). In
this way, we derive a sequence of functions { fn}∞1 such that the corresponding energy functionals
{Ψ( fn)}∞1 is an increasing sequence of energies.

Theorem 4.1. Assume f0 = αχD0 + βχDc
0

is a member of F and u f0 is the solution to (1.1) with
the right hand side f0. Setting u = u f0 in Lemma 2.2, suppose that f1 is the maximizer in that
lemma. Then Ψ( f0) ≤ Ψ( f1) and the equality occurs only when f0 = f1 almost everywhere in Ω.

Proof. In what follows, it is convenient to use the following formula for Ψ( f ) :

Ψ( f ) =

∫
Ω

(
2 f u f − |∇u f |

2
)

dx = sup
u∈H1

0 (Ω)

∫
Ω

(
2 f u − |∇u|2

)
dx. (4.1)

In light of Lemma 2.4 -(iv), we know that the level sets of u f0 have measure zero. Note that∫
Ω

f0u f0 dx ≤
∫

Ω

f1u f0 dx. (4.2)
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Invoking (4.1) and (4.2), we see that

Ψ( f1) =

∫
Ω

(
2 f1u f1 − |∇u f1 |

2
)

dx ≥
∫

Ω

(
2 f1u f0 − |∇u f0 |

2
)

dx ≥ Ψ( f0).

We have equality in the last expression if and only if equality holds in (4.2). By the uniqueness
assertion in Lemma 2.2, we observe that equality holds in (4.2) if and only if f0 = f1.

Utilizing Theorem 4.1, we can derive an increasing sequence of energies Ψ( fn−1) ≤ Ψ( fn)
with starting from a given f0 in F .

Theorem 4.2. Let { fn}∞1 be an increasing sequence derived by Theorem 4.1. Then, this sequence
converges to a local maximizer of (1.2).

Proof. First note that ‖ f ‖L2(Ω) = ‖ f1‖L2(Ω) for all f in F [5, 3]. Consider the corresponding
sequence of energies {Ψ( fn)}∞1 . The sequence is bounded above since

Ψ( fn) =

∫
Ω

fnu fn dx ≤ ‖ fn‖L2(Ω)‖u fn‖L2(Ω) ≤ C‖ f0‖L2(Ω)‖u fn‖H2(Ω) ≤ C‖ f0‖2L2(Ω),

in view of Holder’s inequality, Poincaré’s inequality, and Lemma 2.4. The sequence { fn}∞1 is
bounded in L2(Ω) then there is a subsequence (still denoted by { fn}∞1 ) converging f̂ in L2(Ω)
with respect to the weak topology. Moreover, {u fn }

∞
1 is a bounded sequence in H1

0(Ω) and there
is a subsequence (still denoted by {u fn }

∞
1 ) converging weakly to û in H1

0(Ω). The compact em-
bedding of H1

0(Ω) into L2(Ω) (see [22]) yields that {u fn }
∞
1 converges strongly to û = u f̂ in L2(Ω).

This leads us to the fact that {Ψ( fn)}∞1 converges to ξ = Ψ( f̂ ). In view of definition 2.1, it is
straightforward to verify that β ≤ f̂ (x) ≤ α in Ω. Hence, level sets of u f̂ have measure zero
invoking Lemma 2.4 -(iv). One can find a member of F (still denoted by f̂ ) such that ξ = Ψ( f̂ )
because of Lemma 2.2 and Theorem 4.1.

So far we have proved that the maximization sequence converges to f̂ , a member of F . We
establish that f̂ is a local maximizer. Indeed, f̂ = αχD̂ + βχD̂ where {x ∈ Ω : û ≥ t̂} for t̂ ∈ R.
Then, we can introduce increasing function φ : R→ R

φ(t) =

{
β t ≤ t̂,
α t > t̂,

where yields that φ(u f̂ ) = f̂ . Therefor, we deduce that Ψ( f̂ ) ≥ Ψ( f ) for all f ∈ N , where N is a
strong neighborhood of f̂ relative to F [3, 5, 6, 7].

Now, we provide the details of the maximization algorithm introduced above. At iteration
step n, there is a guess for the configuration of the optimal vorticity function where it is denoted
by fn. We use the finite element method with piecewise linear basis functions to discretize
equation (1.1) with fn as its right hand side.

Let u fn be a solution of (1.1) associated with fn. For maximization problem (1.2), we should
extract a new function fn+1 based upon the level sets of u fn where it belongs to F and Ψ( fn) <
Ψ( fn+1). To derive this fn+1, we make use of Lemma 2.2 and identify fn+1 by setting u(x) = u fn
in that lemma. According to Theorems 4.1 and 4.2, we have Ψ( fn) < Ψ( fn+1) and the generated
sequence is convergent. The resulting algorithm is shown in Algorithm 2. There is a stopping

9



Algorithm 2. Energy maximization

Data: An initial vorticity function f0
Result: A sequence of increasing energies Ψ( fn)
1. Set n = 0;
2. Compute un and Ψ( fn);
3. Compute fn+1 applying Lemma 2.2;
4. Compute Ψ( fn+1);
5. If δΨ < TOL then stop;

else
Set n = n + 1;
Go to step 2;

criterion in this method. The algorithm stops when δΨ = |Ψ( fn+1)−Ψ( fn)| is less than a prescribed
tolerance TOL.

In the third step of Algorithm 2, we should employ Algorithm 1 associated with Lemma 2.2
to derive set Dn+1 and then fn+1 = αχDn+1 + βχDc

n+1
.

4.2. Minimization Problem (1.3)
Here we explain our algorithm to derive the global solution of minimization problem (1.3).

In the same spirit as in the maximization case, we initiate from a given density functions f0 and
extract another vorticity function f1 such that the corresponding energy functional decreased ,
i.e. Ψ( f0) ≥ Ψ( f1). The problem is that the minimization problem is more complicated and an
iterative method cannot be derived by arguments similar to those in the maximization case. If we
consider f0 as an arbitrary function in F and u f0 as an associated solution of (1.1), then one can
find a density function f1 in F regarding Lemma 2.3 such that

∫
Ω

f0u f0 dx ≥
∫

Ω
f1u f0 dx where the

equality occurs only when f0 = f1. Then,

Ψ( f0) =

∫
Ω

2 f0u f0 − |∇u f0 |
2dx ≥

∫
Ω

2 f1u f0 − |∇u f0 |
2dx ≤

∫
Ω

f1u f1 − |∇u f1 |
2dx = Ψ( f1).

Hence, we cannot produce a decreasing sequence of energies since the next generated energy
may be greater than the previous one. In [20], an acceptance rejection method has been added to
guarantee a monotone decreasing sequence in such situation. This means that if this new vorticity
function decreases the energy, it will be accepted. Otherwise, the partial swapping method will
be used. Indeed, in the partial swapping method we use a function f1 in F where δ f = f1 − f0
is small enough and

∫
Ω

f0u f0 ≥
∫

Ω
f1u f0 . Particularly, the new function f1 has been determined

by trail and error. It is a time consuming task to find the new function f1 such that we should
apply an acceptance-rejection method including trail and error. In this paper we have improved
the procedure for those situations where the function f1 can be selected without the acceptance-
rejection method. Indeed, we introduce a criterion to derive the function f1 in a better way.

The following theorem provides the main tool for energy minimization. Hereafter, we set
θ = d

NωN
1
N

.

Theorem 4.3. Let f0 = αχD0 +βχDc
0

and f1 = αχD1 +βχDc
1

be functions inF . Assume
∫

Ω
f0u f0 dx >∫

Ω
f1u f0 dx and δ f = f1 − f0 be small enough. Then Ψ( f0) > Ψ( f1). In particular, if sets B1 =
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D0 \ D1 and B2 = D1 \ D0 satisfies∫
Ω

(χB2 − χB1 )u f0 dx + θ(α − β)|B1|
1+ 1

N < 0, (4.3)

then Ψ( f0) > Ψ( f1).

Proof. It is easy to see that∫
Ω

( f0 + δ f )u f0+δ f dx =

∫
Ω

f0u f0 dx + 2
∫

Ω

δ f u f0 dx +

∫
Ω

δ f uδ f dx,

or
Ψ( f1) − Ψ( f0) = 2

∫
Ω

δ f u f0 dx +

∫
Ω

δ f uδ f dx. (4.4)

On the right hand side of the last equality, we have two integrals where we know that the first one
from the left are negative and the second one is positive. We can observe that as ‖δ f ‖L2(Ω) → 0,
the second integral converges to zero with a higher rate of convergence in comparison with the
first integral. Hence, if ‖δ f ‖L2(Ω) is small enough, we infer that the right hand side of (4.4) is
negative and Ψ( f0) > Ψ( f1) when ‖δ f ‖L2(Ω) → 0.

It is easy to verify that δ f = (α − β)χB2 + (β − α)χB1 . Note that |B1| = |B2| then by (4.4) we
have

Ψ( f1) − Ψ( f0) = 2(α − β)
∫

Ω

(χB2 − χB1 )u f0 dx + (α − β)2
∫

Ω

(χB2 − χB1 )(uχB2
− uχB1

)dx =

2(α − β)
∫

Ω

(χB2 − χB1 )u f0 dx + (α − β)2
(∫

Ω

χB2 uχB2
dx +

∫
Ω

χB1 uχB1
dx − 2

∫
Ω

χB1 uχB2
dx

)
<

2(α − β)
∫

Ω

(χB2 − χB1 )u f0 dx + (α − β)2
(∫

Ω

χB2 uχB2
dx +

∫
Ω

χB1 uχB1
dx

)
<

2(α − β)
∫

Ω

(χB2 − χB1 )u f0 dx + 2(α − β)2θ|B1|
1+ 1

N ,

in view of Lemma 2.4 -(iii). This yields the proof of the second assertion of the theorem.

Remark 4.1. If we select B1 and B2 such that
∫

Ω
χB2 u f0 dx <

∫
Ω
χB1 u f0 dx, then∫

Ω

δ f u f0 dx = (α − β)
∫

Ω

(χB2 − χB1 )u f0 dx < 0.

Moreover, ‖δ f ‖L2(Ω) =
√

2(α − β)|B1| will be small if one adjust |B1| = |B2| small enough. Then,
we have Ψ( f0) > Ψ( f1) in light of Theorem 4.3. The other way of selecting B1 and B2 is to find
them such that they satisfy (4.3).

Utilizing Theorem 4.3 and Remark 4.1, we can derive a decreasing sequence of energies
Ψ( fn) ≥ Ψ( fn+1). An interesting result is that the generated sequence converges to the global
minimizer of (1.3) with any initializer f0 in F .

Theorem 4.4. Let { fn}∞1 be a decreasing sequence derived by Theorem 4.3. Then, this sequence
converges to the global minimizer of (1.3).

11



Proof. We can prove that the decreasing sequence converges to a local minimizer of (1.3). The
proof is similar to that for Theorem 4.2 and is omitted.

Assume that f1 and f2 are two local minimizer of (1.3) then∫
Ω

f1u f1 dx ≤
∫

Ω

f2u f1 and
∫

Ω

f2u f2 dx ≤
∫

Ω

f1u f2 dx, (4.5)

in view of Theorem 3.3 of [3]. Now, we have

0 ≤
∫

Ω

( f1 − f2)(u f1 − u f2 )dx =

∫
Ω

f1u f1 − f1u f2 − f2u f1 + f2u f2 dx ≤

≤

∫
Ω

f2u f1 − f1u f2 − f2u f1 + f1u f2 dx = 0,

invoking (4.5). Hence, we observe that∫
Ω

( f1 − f2)(u f1 − u f2 )dx =

∫
Ω

|∇u f1− f2 |
2dx = 0,

which yields that u f1 = u f2 in Ω and then f1 = f2 almost everywhere in Ω. Therefor, this says that
(1.3) has only one local minimizer which is in fact the unique global minimizer. Consequently,
we can deduce that { fn}∞1 converges to the global minimizer.

Now, we provide the details of the minimization algorithm introduced above. At iteration
step n, there is a guess for the configuration of the optimal vorticity function where it is denoted
by fn = αχDn + βχDc

n . We use the finite element method with piecewise linear basis functions to
discretize equation (1.1) with fn as its right hand side.

Let u fn be a solution of (1.1) associated with fn. Based upon level sets of u fn , we should
extract new set Dn+1, |Dn+1| = A and then fn+1 = αχDn+1 + βχDc

n+1
where Ψ( fn) > Ψ( fn+1).

Employing Theorem 4.3, this set is calculated such that it satisfies condition (4.3) to ensure
Ψ( fn) > Ψ( fn+1).

According to Theorem 4.4, the generated sequence is convergent to the global minimizer.
The resulting algorithm is shown in Algorithm 3.The stopping criterion is that δΨ should be less
than a prescribed tolerance TOL.

In the second step of Algorithm 3, we should invoke Algorithm 1 in order to compute set
Dn+1. Moreover, we need Algorithm 1 to calculate parameters t and t′ in step 5 of Algorithm 3.

5. Implementing The Algorithms

In this section some examples are chosen to illustrate the numerical solutions of the opti-
mization problems (1.2) and (1.3) with an eye on the physical interpretation of them. We present
some results in dimension N = 2 based on Algorithms 1, 2 and 3.

In the following examples, we have set TOL = 5 × 10−3 for Algorithms 1, 2 and 3. These
algorithms typically converge in less than ten iterations for all examples.

Example 1. Setting α = 2 and β = 1, we want to find the solution of the maximization problem
(1.2) using Algorithm 2. We illustrate the optimal set when Ω has different shapes. Remember
that our aim is to determine a set D̂ ⊂ Ω so to maximize the energy functional Ψ(D). Such opti-
mal sets are plotted in Figure 1 for various geometries Ω. The maximizer sets D̂ are depicted in
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Algorithm 3. Energy minimization

Data: An initial vorticity function f0 = αχD0 + βχDc
0

Result: A sequence of decreasing energies Ψ( fn)
1. Set n = 0;
2. Compute Dn+1 applying Lemma 2.3 with u = u fn , α = 1, β = 0;
3. Set fn+1 = αχDn+1 + βχDc

n+1
; If δΨ < TOL, then stop;

4. Set B = Dn+1 \ Dn, B′ = Dn \ Dn+1, A′ = |B| ;
5. Compute

t = inf{s ∈ R : |{x ∈ B : u fn (x) ≤ s}| ≥ A′};
t′ = sup{s ∈ R : |{x ∈ B′ : u fn (x) ≥ s}| ≥ A′};

6. Set B2 = {x ∈ B : u fn (x) ≤ t}, B1 = {x ∈ B′ : u fn (x) ≥ t′};
7. If B1 and B2 satisfy condition (4.3) then

Dn+1 = (Dn \ B1) ∪ B2;
Dn = Dn+1;
Go to step 2;

else
Set A′ = A′/2;
Go to step 5;

(a) Ψ(D̂) ≈ 13.26 (b) Ψ(D̂) ≈ 18.80 (c) Ψ(D̂) ≈ 26.29

Figure 1: The maximizer sets in yellow

yellow. In these numerical experiments we set |A| = π, |Ω| = 4π in Figure 1(a), |A| = 6, |Ω| = 20
in Figure 1(b) and |A| = 7.80, |Ω| = 18.85 in Figure 1(c).

Example 2. In this example we want to find the solution of the minimization problem (1.3)
invoking Algorithm 3. Again, we have set α = 2 and β = 1. We show the optimal set when Ω

has different geometries. The yellow sets are the minimizer sets D̂. Parameters A, |Ω| are same
as the previous example.

Let us take a look at physical interpretation of the solutions. If f is an optimal solution de-
rived in the above examples, then there is a monotone function φ : R → R where f = φ(u f )
[5, 3]. Then, u f represents the stream function for the steady flow of an ideal fluid in two di-
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(a) Ψ(D̂) ≈ 7.14 (b) Ψ(D̂) ≈ 8.78 (c) Ψ(D̂) ≈ 12.29

Figure 2: The minimizer sets in yellow

(a) Ψ(D̂) ≈ 2.19 (b) Ψ(D̂) ≈ 1.11 (c) Ψ(D̂) ≈ 4.72 (d) Ψ(D̂) ≈ 6.30

Figure 3: The optimizer sets in yellow

mensions confined by a solid wall in the shape Ω. The velocity field is given by (ux2 ,−ux1 ) and
the vorticity which is given by the curl of the velocity has magnitude f = −∆u f . The optimal
solutions show different configurations of a region of vorticity in an otherwise irrotational flow.
They correspond to stationary and stable flows.

Example 3. In this example we show that there is a drawback for the maximization algo-
rithm. Such algorithms may stick to a local optimizers. To overcome this problem a typical
method is to run the maximization algorithm with different initializers. Then one can compare
the derived maximizers and choose the best one. In this example the domain is a dumbbells
with |Ω| = 6.32. In Figures 3(a) and 3(b) we have tested Algorithms 2 and 3 with parameters
A = 2.54, α = 2, β = 1. Figure 3(b) illustrates the global minimizer set in yellow. It is note-
worthy that the minimization Algorithm 3 converges to the global minimizer from any initializer.
Starting from different initial sets, our numerical tests converge to the maximizer set, the yellow
set, in Figure 3(a). Although this has not been established theoretically, the numerical tests con-
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verge to the global maximizer set of the respective problem. Figure 3(c) and Figure 3(d) show
the maximizer sets employing parameter A = 0.03, α = 100, β = 1. Indeed, α and β are not close
to each other, the high-contrast regime. If one initiates Algorithm 2 from a set where intersects
both lobes, typically the optimal set determined by the algorithm will be the yellow set in Figure
3(c). Indeed, this set is a local maximizer where the algorithm sticks to it. On the other hand,
if we run the algorithm from an initializer set in one of the lobes, the algorithm converges to
a maximizer set in the lobe which we have started from it, see Figure 3(d). This is the global
maximizer of the problem and it reveals that this problem has two global maximizers.

Example 3 reveals that a dumbbells domain has three local maximizers. This is in accordance
with the results of [7, 3]. Indeed, our algorithm is capable of deriving local maximizers of
complicated domains such as domain Ω that approximates the union of n balls.

6. Conclusions

In this paper, we have studied two optimization problems associated with Poisson boundary
value problem (1.1). An optimal solution f that maximize or minimize optimization problems
(1.2) or (1.3) in a set of rearrangements defines a stationary and stable flow of an ideal fluid in
two dimensions, confined by a solid wall in the shape of Ω.

Although there is a plenitude of papers studied rearrangement optimization problems (1.2)
and (1.3) including investigation of the existence, uniqueness and some qualitative properties of
the solutions, the question of the exact formula of the optimizers or optimal shape design have
been considered just in case that Ω is a ball [6].

The main contribution of this paper is investigating and determining the optimal shape design
for a general domain Ω. At first, we have addressed this question analytically when the problem
is in low contrast regime. Although it has been proved that solutions of (1.2) are not unique in
general, we have established that the solutions of both problems (1.2) and (1.3) are unique when
α and β are close to each other. Indeed, the analytical solutions of (1.2) and (1.3) is determined
by a super-level set or sub-level set of the solution of (1.1) with right-hand side β.

Secondly, when α and β are not close to each other, the high contrast regime, there must
be numerical approaches to determine the optimal shape design. Two optimization algorithms
have been developed in order to find the optimal energies for problems (1.2) and (1.3). For the
minimization problem, we have proved that our algorithm converges to the global minimizer of
(1.3) regardless of the initializer. In our algorithm for the minimization problem (1.3), we have
replaced the partial swapping method used in [20] with a step where one should only verify that
some of data fulfill a criterion. Partial swapping method increases the cost of computations since
one must accept or reject some data by checking whether the objective function is improved or
not.

For the maximization problem (1.2), an algorithm have been developed where we have
proved that it converges to a local maximizer. Running the algorithm with different initializ-
ers, one can obtain the global maximizer. Particularly, our algorithm is capable of deriving all
local maximizers including the global one for complicated domains such as domain Ω that ap-
proximates the union of n balls.

Setting f̂ as the global minimizer of the problem (1.3) derived by Algorithm 3, numerical
tests in the previous section reveal that the local maximizers are in the farthest away from f̂
relative to F . Since ‖ f ‖L2(Ω) = ‖ f0‖L2(Ω) for all f ∈ F [3], then we see

‖ f − f̂ ‖2L2(Ω) = 2‖ f0‖2L2(Ω) − 2
∫

Ω

f f̂ dx,
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and so solutions of the minimization problem

min
f∈F

∫
Ω

f f̂ dx, (6.1)

are in the farthest away from f̂ relative to F . Problem (6.1) has a solution [5, 3] and the solution
can be calculated by Algorithm 1. All maximizers in examples 2 and 3 are solutions of (6.1).
We conjecture that all local maximizers are solutions of (6.1). Then we can recast optimization
problem (1.2) in

max
f∈F ′

Ψ( f ),

where F ′ ⊂ F is the solutions of (6.1). It seems that solving this equation numerically is
simpler since we are searching for the maximizer in a smaller set of functions. Our maximization
algorithm will converge faster if one starts from a member of F ′. It would be interesting if one
studies this new maximization problem analytically or numerically since local maximizers are
also corresponding to steady flows of the fluid and deriving them are physically important.
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