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ABSTRACT. In an influential 1964 article, P. Lax studied genuinely nonlinear 2 x 2 hyperbolic
PDE systems (in one space dimension). He showed that a large set of smooth initial data lead
to bounded solutions whose first spatial derivatives blow up in finite time, a phenomenon
known as wave breaking. In the present article, we study the Cauchy problem for two
classes of quasilinear wave equations in two space dimensions that are closely related to the
systems studied by Lax. When the data have one-dimensional symmetry, Lax’s methods
can be applied to the wave equations to show that a large set of smooth initial data lead to
wave breaking. Our main result is that the Lax-type wave breaking is stable under small
Sobolev-class perturbations of the data that break the symmetry. Moreover, we give a
detailed, constructive description of the asymptotic behavior of the solution all the way up
to the first singularity, which is a shock driven by the intersection of true null (characteristic)
hyperplanes. We also outline how to extend our results to the compressible irrotational Euler
equations. To derive our results, we develop an extension of Christodoulou’s framework for
studying shock formation that applies to a new solution regime in which wave dispersion is
not present.
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1. INTRODUCTION

In his influential article [42], Lax showed that genuinely nonlinear 2 x 2 hyperbolic PDE
systemsﬂ exhibit finite-time blow-up for a large set of smooth initial data. The blow-up is
of wave breaking type, that is, the solution remains bounded but its first derivatives blow
up. Lax’s results are by now considered classic and have been extended in many directions
(see the references in Sect. . Moreover, his robust approach can easily be extended to
treat many related systems in one space dimension that, strictly speaking, have not been
addressed in the literature. In particular, his approach could be used to prove finite-time
blow-up for solutions to various quasilinear wave equations in one space dimension; under
suitable assumptions on the nonlinearities, one could prove blow-up by first writing the wave
equation as a first-order system in the two characteristic derivatives of the solution and then
applying Lax’s methods. In the present article, we study the Cauchy problem for two classes
of such wave equations in two space dimensions, specifically equations and
below. Lax’s methods yield a proof of blow-up for solutions to these wave equations arising
from data with one-dimensional symmetry, that is, data that depend only on a single real
variable ! € R. Our main result is that the Lax-type wave breaking is stable under small
perturbations of the data that break the symmetry. To close our proof, we must derive a sharp
description of the blow-up that, even for data with one-dimensional symmetry, provides more
information than does Lax’s approach. In Sect.[1.2] we explain the set of data covered by our
main results in more detail. See Subsect. for a summary of the results and Theorem [15.1
for the full statement.

For some evolution equations in more than one space dimension that enjoy special alge-
braic structure, short proofs of blow-up by contradiction are known; see Sect. for some
examples. In contrast, the typical wave equation that we study does not have any obvious

ISuch systems involve two unknowns in one time and one space dimension.
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features which suggest a short path to proving blow-up. In particular, the equations do not
generally derive from a Lagrangian, admit conserved quantities, or have signed nonlineari-
ties. They do, however, enjoy a key property: they have special null structures (which are
distinct from the well-known null condition of S. Klainerman). These null structures mani-
fest in several ways, including the absence of certain terms in the equations (as we explain
in more detail in the discussion surrounding equation ((1.2.7))) as well as the preservation
of certain good product structures under suitable commutations and differentiations of the
equations (as we explain in Sect. . The null structures are not wvisible relative to the
standard coordinates. Thus, to expose them, we construct a dynamic “geometric coordinate
system” and a corresponding vectorfield frameﬂ that are adapted to the true characteristics
corresponding to the nonlinear flow; see Sect. for an overview. We are then able to exploit
the null structures to give a detailed, constructive description of the singularity, which is a
shock in the regime under study. A key feature of the proof is that the solution remains
reqular relative to the geometric coordinates at the low derivative levels. The blow-up occurs
in the partial derivatives of the solution relative to the standard rectangular coordinates and
is tied to the degeneration of the change of variables map between geometric and rectangular
coordinates; see Sect. for an extended overview of these issues.

Our approach to proving shock formation is based on an extension of the remarkable
framework of Christodoulou, who proved [11] detailed shock-formation results for solutions to
the relativistic Euler equations in irrotational regions of R*3 (that is, regions with vanishing
vorticity) in a very different solution regime: the small-data dispersive regime. In that
regime, relative to a geometric coordinate system analogous to the one mentioned in the
previous paragraph, the solution enjoys time decayﬁ at the low derivative levels corresponding
to the dispersive nature of waves (see Sect. @ for more details). The decay plays an
important role in controlling various error terms and showing that they do not interfere
with the shock-formation mechanisms. In contrast, in the regime under study here, the
solutions do not decay. This basic feature is tied to the fact that in one space dimension,
wave equations (and more generally the equations studied by Lax) are essentially transport
equations. For this reason, we must develop a new approach to controlling error terms and
to showing that the solution exists long enough for the shock to form; see Sect. for an
overview of some of the new ideas. As we explain below in more detail, a key ingredient in
our analysis is the propagation of a two-size-parameter € — 5 hierarchy all the way up to the
shock. Here and throughout, 6 > 0 is a not necessarily small parameter that corresponds to
the size of derivatives in a direction that is transversal to the true characteristics and € > 0
is a small parameter that corresponds to the size of derivatives in directions tangent to the
true characteristics. The fact that we are able to propagate the hierarchy is deeply tied to
the special null structures mentioned in the previous paragraph.

We can alternatively describe the solutions that we study as “nearly plane symmetric.”
By a “plane symmetric solution,” we mean one that depends only on a time coordinate

20ur frame is closely related to a null frame, which is the reason that we use the phrase “special
null structures.” To obtain what is usually called a null frame, we could replace the vectorfield X in
with the null vectorfield pL + 2X. All of our results could be derived by using the null frame in place of
(1.2.4)).

As in our work here, the blow-up in the small-data dispersive regime occurs in the rectangular coordinate
partial derivatives of the solution.
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t € R and a single rectangular spatial coordinate z' € R. To study nearly plane symmetric
solutions, we consider wave equations on spacetimes with topology R x Y, where ¢t € R
corresponds to time, (z',2?) € ¥ := R x T corresponds to space, and the torus T := [0,1)
(with the endpoints identified and equipped with the usual smooth orientation and with a
corresponding local rectangular coordinate function x?) corresponds to the direction that
is suppressed in plane symmetry. We have made the assumption ¥ = R x T mainly for
technical convenience; we expect that suitable wave equations on other manifolds could be
treated using techniques similar to the ones we use in the present article. The first class of
problems that we study is the Cauchy problem for geometric wave equationsﬁ

Dg(\p)\If = O, (1.0.1&)
(P]s,, 0 Ps,) = (T, ¥y), (1.0.1b)

where [y denotes the covariant wave operator of the Lorentzian metric g(¥) and (U, W) €
H(3) x H¥(Zg) (see Remarks [1.1]and [1.2]just below) are data with support contained in
the compact subset [0, 1] X T of the initial Cauchy hypersurface ¥ := {t = 0} ~ Rx T. Here
and throughoutﬂ Oy ¥ = (¢g7H)* (V) 2,257, Wherdﬂ 2 is the Levi-Civita connection of
g(¥). We assume that relative to the rectangular coordinates {x®},—0 12 (Which we explain
in more detail in Sect. [2.2), we have gas(V) = map + O(V), where mas = diag(—1,1,1)
is the standard Minkowski metric and O(¥) is an error term, smooth in ¥ and < || in
magnitude when || is small. Above and throughout, dy, 01, and 9, denote the corresponding
rectangular coordinate partial derivatives, 2° is alternate notation for the time coordinate ¢,
and similarlyﬂ 0y := Jy. We make further mild assumptions on the nonlinearities ensuring
that relative to rectangular coordinates, the nonlinear terms are effectively quadratic and
fail to satisfy Klainerman’s null condition [34]; see Sect. for the details.

Remark 1.1 (Our analysis refers to more than one kind of Sobolev space). Above
and throughout, HY(3,) denotes the standard N** order Sobolev space with the correspond-

1/2
ing norm || f|| g~ sy = {Z\fISN Js, (07f)? dzx} / , where 07 is a multi-indexed differential
operator representing repeated differentiation with respect to the spatial coordinate partial
derivatives and d?z is the area form of the standard Euclidean metric e on Xy, which has the
form e := diag(1, 1) relative to the rectangular coordinates. It is important to distinguish
these L?—type norms from the more geometric ones that we introduce in Sect ; the two
kinds of norms drastically differ near the shock.

Remark 1.2 (On the number of derivatives). Although our analysis is not optimal
regarding the number of derivatives, we believe that any implementation of our approach
requires significantly more derivatives than does a typical proof of existence of solutions
to a quasilinear wave equation based on energy methods. It is not clear to us whether
this is a limitation of our approach or rather a more fundamental aspect of shock-forming

4Relative to arbitrary coordinates, is equivalent to J, (\/M(g’l)aﬁ 85\11) =0

5See Sect. regarding our conventions for indices, and in particular for the different roles played by
Greek and Latin indices.

6Throughout we use Einstein’s summation convention.

"Note that 8, is not the same as the geometric coordinate partial derivative % appearing in equation
and elsewhere throughout the article.
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solutions. Our derivative count is driven by our energy estimate hierarchy, which is based on
a descent scheme in which the high-order energy estimates are very degenerate, with slight
improvements in the degeneracy at each level in the descent. For our proof to work, we
must obtain at least several orders of non-degenerate energy estimates, which requires many
derivatives. See Sect. [L.3.2] for more details.

For convenience, instead of studying the solution in the entire spacetime R x ¥, we study
only the non-trivial future portion of the solution that is completely determined by the
portion of the data lying to the right of the straight line {z! =1 — Uy} N3y, where

0<Up<1 (1.0.2)

is a parameter, fixed until Theorem [15.1] (our main theorem), and the data are non-trivial in
the region {1 — Uy < 2' <1} N := X5° of thickness Uy. See Figure 1| for a picture of the
setup, where the curved null hyperplane portion 73{]0 and the flat null hyperplane portion P¢
in the picture are described in detail in Sect.

g t
/ 77777;7f — o / //
///
>
o

— =0

non-trivial data / ~  trivial data

1 —>
FiGURE 1. The spacetime region under study.

The second class of problems that we study is the Cauchy problem for non-geometric wave
equations:

(g7 (09)0a0s® = 0, (1.0.3a)

(D5, BiD|5,) = (D, Do), (1.0.3b)

where g(0®) is a Lorentzian metric with ¢,(0®) = mqs + O(0P). We assume that the
data (|1.0.3b)) are compactly supported as before, but we also assume one extra degree of
differentiability: (®,®y) € H2°(3g) x H!(3Z). As we outline in Appendix , the second

class can essentially be treated in the same way as the first class and thus for the remainder
of the article, we analyze only the first class in detail.
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1.1. Summary of the main results. We now summarize our results. See Theorem for
the precise statement. We also provide some extended remarks and preliminary comparisons
to previous work; see Subsect. for a more detailed discussion of some related work.

Rough statement of the main results. Under mild assumptions on the nonlinear-
ities described in Sect. 7 there exists an open setﬂ (without symmetry assumptions)
of compactly supported data (¥, Uy) € H(30)x HX3(2,) for equation whose
corresponding solutions blow up in finite time due to the formation of a shock. The
set contains both large and small data, but each pair (\IJ, \ilo belonging to the set is
close to a plane symmetri(ﬂ element of the set; see Subsects. and for a precise
description of our size assumptions on the data. Finally, we provide a sharp descrip-

tion of the singularity and the blow-up mechanism. Similar results hold for equation
(1.0.3a)) for an open set of data contained in H2°(Xq) x H?(Z).

Remark 1.3 (Extending the results to higher spatial dimensions). Our results can
be generalized to higher spatial dimensions (specifically, to the case of ¥ := R x T" for
n > 1) by making mostly straightforward modifications. The only notable difference in higher
dimensions is that one must complement the energy estimates with elliptic estimates in order
to control some terms that completely vanish in two space dimensions; see Remark

Remark 1.4 (Maximal development). We follow the solution only to the constant-time
hypersurface of first blow-up. However, with modest additional effort, our results could
be extended to give a detailed description of a portion of the maximal developmenﬂ of
the data corresponding to times up to approximately twice the time of first blow-up (see
the discussion below ([1.2.6))), including the shape of the boundary and the behavior of the
solution along it. More precisely, the estimates that we prove are sufficient for invoking
arguments along the lines of those given in |11, Ch. 15], in which Christodoulou provided a
description of the maximal development (without any restriction on time) in the context of
small-data solutions to the equations of irrotational relativistic fluid mechanics in Minkowski
spacetime.

Remark 1.5 (The role of Uj). We have introduced the parameter Uy because one would
need to vary it in order to extract the information concerning the maximal development
mentioned in Remark [T.4]

Remark 1.6 (Extending the results to the irrotational Euler equations). Our work
can easily be extended to yield stable nearly plane symmetric shock formation for solutions
to the irrotational Euler equations (special relativistic or non-relativistic) under almost anyE|
physical equation of state. The possibility of Euler blow-up in regions with non-zero vorticity

8See Remark on pg. [73| for a proof sketch of the existence of data to which our results apply.

9The plane symmetric elements depend only on the single real variable z'.

ORoughly, the maximal development is the largest possible solution that is uniquely determined by the
data; see, for example, [55/63] for further discussion.

HThere is precisely one exceptional equation of state for the irrotational relativistic Euler equations to
which our results do not apply. The exceptional equation of state corresponds to the Lagrangian £ =
1 — /14 (m 1)*P9,093®), where m is the Minkowski metric. It is exceptional because it is the only
Lagrangian for relativistic fluid mechanics such that Klainerman’s null condition is satisfied for perturbations
near the static states with non-zero density. A similar statement holds for the non-relativistic Euler equations;
see [15][Sect. 2.2] for more information. We note that in [45], Lindblad showed that in one or more space
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remains an outstanding open problem. The irrotational Euler equations essentially fall under
the scope of equation , but a few minor changes are needed; we outline them in
Appendix Bl The main difference is that for the wave equations of fluid mechanics, we do
not attempt to treat data that have a fluid-vacuum boundary, along which the hyperbolicity
of the equations degenerates. Instead, we prove shock formation for perturbations (verifying
certain size assumptions) of the static states with non-zero density. In terms of a fluid
potential ®, the static solutions correspond to global solutions of the form ® = kt with £ a
non-zero constant.

Remark 1.7 (Additional nonlinearities that we could allow). With modest additional
effort, our results could also be extended to allow for g = ¢(®,d®) in equation (1.0.3al)
where ¢ is at least linear in ®. That is, we could allow for quasilinear terms such as ® - 9*®.
Moreover, we could also allow for the presence of semilinear terms verifying the strong null
condition (see [59] for the definition) on RHS or (L.0.3d). In the nearly plane
symmetric regime, these terms would make only a negligible contribution to the dynamics
and in particular, they would not interfere with the shock formation processes. In contrast,
we cannot allow for arbitrary quadratic, cubic, or even higher-order semilinear terms, which
might highly distort the dynamics in regions where the solution’s derivatives becomes large.

Remark 1.8 (Allowing U itself to be large). For convenience, we assume in our proof
that U (undifferentiated) is initially small (see Subsects. and [7.7), and we show that the
smallness is propagated all the way up to the shock. However, with modest additional effort,
we could relax this assumptionB though we would still need the other size assumptions on
the data that we make in Subsects. and [7.7 In relaxing the assumption, we would have
to carefully track the size of U throughout the evolution and the influence of its large size
on the evolution of other quantities. This would introduce new technical complications into
the proof, which we prefer to avoid.

Previous work [1,2,/11,59] in more than one space dimension, which is summarized in
the survey article [23], has shown shock formation in solutions to various quasilinear wave
equations in a different regime: that of solutions generated by small data supported in a
compact subset of R? or R®. Recently, Miao and Yu proved a related large-data shock-
formation result [52] for a wave equation with cubic nonlinearities in three space dimensions.
In Sect. , we describe these results and others in more detail and compare/contrast them
to our work here. We first provide an overview of our analysis; we provide detailed proofs
starting in Sect. [2|

At the close of this section, we would like to highlight some philosophical parallels between
our work here on stable singularity formation and certain global existence results for the
Navier-Stokes equations [6H9] and the Einstein-Vlasov system with a positive cosmological

dimensions, the wave equation corresponding to the Lagrangian . = 1 — \/1 + (m=1)280,903P) admits
global solutions whenever the data are small, smooth, and compactly supported. In particular, our approach
to proving shock formation certainly does not apply to this equation.

12We would, of course, still have to assume that the metric g(V) is initially Lorentzian. In order to ensure
that a shock forms, we would also need to assume that the nonlinearities are such that the factor G (¥)

on RHS (2.11.1)) is non-vanishing.
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constant [4]. In those works, the authors showed that a clasﬂ of global smooth solutions
with symmetry can be perturbed in the class of non-symmetric solutions to produce global™
solutions that are approximately symmetric[| The interesting feature of these results is that
the symmetric “background” solutions are allowed to be large. Similarly, our results provide
a large class of plane symmetric shock-forming solutions that are orbitally stable in the class
of non-symmetric solutions.

1.2. Overview of the analysis. We prove finite-time shock formation for solutions to
for data such that initially, 0,V is allowed to be of any non-zero size Whilem7 roughly
speaking, Lria)V and 0, ¥ are relatively small. Here and throughout, L g := 0y + 0 is
a vectorfield that is null as measured by the Minkowski metric: magL‘(’Flat)Lﬁ Flar) = V- We
make similar size assumptions on the higher derivatives at time 0; see Sects. and for
the details.

Our assumptions on the nonlinearities lead to Riccati-type terms ~ (9;¥)? in the wave
equation ((1.0.1a)), which seem to want to drive 0;¥ to blow-up along the integral curves
of L(piar). A caricature of this structure is: L0V = (0,%)? 4+ Error. However, our
proof does not directly rely on writing the wave equation in this form or by proving blow-
up via a Riccati-type argument; in order to make that kind argument rigorous, one would
have to propagate the smallness of the other directional derivatives of ¥ (found in the term
“Error”) all the way up to the singularity. However, the rectangular coordinate partial
derivatives are inadequate for propagating the smallness near the singularity in more than
one space dimension. In fact, in the regime that we treat here, our arguments will suggest
that generally, 0;¥, 01V, and 0,V, all blow-up simultaneously since the rectangular partial
derivatives are generally transversal to the true characteristic surfaces, whose intersection is
tied to the blow-up. These difficulties are not present in simple model problems in one space
dimension such as Burgers’ equation 0;¥ + W0,V = 0; for Burgers’ equation, the blow-up of
0,V is easy to derive by commuting the equation with the coordinate derivative 9, to obtain
a Riccati ODE in 0, ¥ along characteristics.

The above discussion has alluded to a defining feature of our proof: we avoid working with
rectangular derivatives and instead propagate the smallness of dynamic directional deriva-
tives of the solution, tangent to the true characteristics, all the way up to the singularity.
This allows us to show that the solution’s tangential derivatives do not significantly affect
the shock-formation mechanisms, which are driven by a derivative transversal to the true
characteristics. Consequently, in the solution regime under study, the shock-formation mech-
anisms are essentially the same as in the case of exact plane symmetry. In particular, there

131 [69], the symmetric solutions are precisely the solutions to the 2D Navier-Stokes equations, which
were shown by Leray [44] to be globally regular for data belonging to L?. In [4], the symmetric solutions
included all T—Gowdy and solutions and a subset of the T2~ symmetric solutions (all of which are known
to be future-global by [58]).

“More precisely, the solutions in [4] are only shown to be future-global.

5In [7], the perturbed are allowed to be far-from-2D in a certain sense, though the proof relies on an
analyticity assumption on the data.

16 Throughout, if V is a vectorfield and f is a scalar function, then V f := V9, f denotes the derivative of
f in the direction V. If W is another vectorfield, then VW f := V%9, (W?35 f), and similarly for higher-order
differentiations.
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is partial decoupling between the derivatives of the solution that are tangent to the char-
acteristics and its transversal derivative. We stress that this effect is not easy to see. To
uncover it, we develop an extension of Christodoulou’s aforementioned framework for
proving shock formation; see Sect. for a discussion of some of the new ideas that are
needed. The key ingredient in the framework is an eikonal function u, which is a solution
to the true eikonal equation. The eikonal equation is a hyperbolic PDE that depends on
the spacetime metric ¢ = g(¥) and thus on the wave variable. Specifically, in our study of
equation , u solves the eikonal equation initial value problem

(g7 ") (0)Daudsu =0,  du >0, (1.2.1)
ulg, =1 — ', (1.2.2)

where (z',2?) are the rectangular coordinatesEl on ¥y ~ R x T. The level sets of u are true
null (characteristic) hyperplanes for g(¥), denoted by P, or by P! when they are truncated
at time t. We refer to the open-at-the-top region trapped in between Xo, 3, P}, and P!
as M, where ¥, denotes the standard flat hypersurface of constant Minkowski time. We
refer to the portion of ¥; trapped in between P} and P! as X¥. The condition implies
that the trace of the level sets of u along ¥, are straight lines, which we denote by ¢, ,. For
t > 0, the trace of the level sets of u along ¥; are (typically) curves ¢;,. See Figure |2 for a
picture illustrating these sets and Def. for rigorous definitions.

' e R
F1GURE 2. The spacetime region and various subsets.

Eikonal functions u can be viewed as a sharp coordinate, dynamically adapted to the

solution via a nonlinear flow. Their use in the context of proving global results for nonlinear

1722 ig only locally defined, but this is a minor detail that we typically downplay. We note, however,
the following fact that we use throughout our analysis: the corresponding rectangular partial derivative
vectorfield Oy can be globally defined so as to be non-vanishing and smooth relative to the rectangular
coordinates.
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hyperbolic equations in more than one space dimension was pioneered by Christodoulou and
Klainerman in their celebrated work [13] on the stability of Minkowski spacetime. Eikonal
functions have also been used as central ingredients in proofs of low-regularity well-posedness
for quasilinear wave equations; see, for example, [3841,57,62].

From u, we are able to construct an assortment of geometric quantities that can be used
to derive sharp information about the solution. The most important of these in the context
of shock formation is the inverse foliation density

-1
SRR T ERT A

where ¢ is the rectangular time coordinate. The quantity 1/p measures the density of the
level sets of u relative to the constant-time hypersurfaces ;. In our work here, u is initially
close to 1 and when it vanishes, the density becomes infinite and the level sets of u (the
characteristics) intersect; see Figure [3| below, in which we illustrate a scenario where p has
become small and a shock is about to form. In the solution regime under study, we prove
that the rectangular components g,3 remain near those of the Minkowski metric m,z =
diag(—1,1,1) all the way up to the shock. Thus, from , we infer that the vanishing
of u implies that some rectangular derivative of u blows up. From experience with model
equations in one space dimension such as Burgers’ equation, one might expect that the
intersection of the characteristics is tied to the formation of a singularity in W. Though it
is not obvious, our proof in fact reveals that in the regime under study, @ = 0 corresponds
to blow-up of the ﬁrstﬁ rectangular derivatives of W. In particular, on sufficiently large
time intervals, our work affords a sharp description of singularity formation characterized
precisely by the vanishing of W.

Our analysis relies on the geometric coordinates (t,u,9), where t = 2 and u are as above
and 9 solves the evolution equation —(g~1)**(¥)d,udzd = 0 with J|x, = 2%, where 22 is the
local rectangular coordinate on T. The most important feature of the geometric coordinates
is that relative to them, the shock singularity is renormalizable, with the possible exception
of the high derivatives.ﬂ More precisely, we show that the solution and its up-to-mid-
order geometric derivatives (that is, the geometric partial derivatives %, %, and %) remain
bounded in L* all the way up to the shock. In particular, the solution’s first derivatives
relative to the geometric coordinates do not blow up! The blow-up of the solution’s first
rectangular partial derivatives is a “low-level” effect that could be obtainedm by transforming
back to the rectangular coordinates and showing that 1 = 0 causes a degeneracy in the change
of variables (see Lemma [2.7).

As we alluded to in Remark [I.2] the new feature that makes the proof of shock formation
more difficult than typical global results for wave equations is: at the very high orders, our
energy estimates are allowed to blow-up like (mingy )™ as p — 0, where p is a constant
depending on the order of the energy; see Sect. for an overview. An important aspect
of our proof is that the blow-up exponents p are controlled by certain universaﬂ structural

(1.2.3)

18For equation (T.0-3a)), the blow-up occurs in the second rectangular derivatives of ®.

19The possibility that the high derivatives might behave worse is a fundamental difficulty that permeates
our analysis.

20We use a slightly different, more direct argument to prove the blow-up; see Sect. for an overview.

2IThese constants are the same for all of the wave equations that we study in this article.
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constants appearing in the equations. The main contribution of Christodoulou in was
showing how to derive the degenerate high-order energy estimates and, crucially, proving
that the degeneracy does not propagate down to the low orders. These steps consume the
majority of our effort here.

To derive estimates, rather than working with the geometric coordinate partial derivative
frame, we instead replace a% with a similar vectorfield X that has slightly better geometric
properties, which we describe below; see Def. for the details of the construction. That is,
we rely on the following dynamic vectorfield frame, which is depicted at two distinct points
along a fixed null hyperplane portion P! in Figure

{L,X',@}. (1.2.4)

The vectorfield L = £ is a null (that is, g(L, L) = 0) generator of P, (in particular, L is
P.—tangent) and © := & is {,,—tangent with g(L,0) = g(X,0) = 0. Relative to the

rectangular coordinates, we have

L = —u(g~H)*dsu. (1.2.5)
Our proof shows that all the way up to the shock, L and © remain close to their flat analogs,
which are respectively Lpq = 0y + 01 and 0. The vectorfield X is transversal to P,
Y —tangent, g—orthogonal to /,,, and, most importantly, normalized by g()Z' , X )=p% In
particular, the rectangular components X® vanish precisely at the points where p vanishes
(that is, at the shock points). Our proof shows that X remains near —pd; all the way up to

the shock. This is depicted in Figure 3] in which the vectorfield X is small in the region up
top where p is small.

FIGURE 3. The dynamic vectorfield frame at two distinct points in P}, where
0<u<l.
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Throughout the paper, we often depict P,—tangent derivative operators such as L and
© with the symbol P. The main idea of our paper is to treat a regime in which the initial
data have pure transversal derivatives such as X XU and X ¥ that are of size ~ & > 0, Whﬂe
all other derivatives such as PX W, PV, and V itself are of small size €. The quantit 5
can be either small or large, but our required smallness of € depends on 6, see Sects.
and [7.7] for the precise assumptions. Similar remarks apply to p and to the rectangular
component functions L* at time 0. To avoid lengthening the paper, we generally do not
closely track the dependence of our estimates on 5. In particular, as we explain in Sect. |2
we allow the “constants” C' appearing in the estimates to depend on 8. There is one crumally
important exception: we carefully track the dependence of a handful of important estimates
on a quantity 5, that is related to & and that controls the blow-up time:

o 1 o
8, := = sup [GLLX\II} >0 (1.2.6)
2 Zé —

(see Def. 7.4 . where Gpp == “£g,5(V)L*LF and f = | min{f,0}|. We explain the con-
nection between 8, and the blow-up time in Sect. In our proof, we show that we can
propagate the € — 5 hierarchy (in various norms) all the way up to the time of first shock
formation, which we show is {1+ O(€)} 5-1. We give an example of this kind of propaga-
tion in Sect. [[.4.4] In practice, when proving estimates via a bootstrap argument, we give
ourselves a margin of error by showing that we could propagate the hierarchy for classical
solutions existing up to time 25* , which is plenty of time for the shock to form. Actually,
our results show something stronger: no other singularities besides shocks can form for times
< 28*_1. The factor of 2 in the previous inequality is not important and could be replaced
with any positive constant larger than 1, but we would have to further shrink the allowable
size of € as the size of the constant increases. )

One important reason why we are able to propagate the hierarchy for times up to 25, ! is
relative to the frame , the wave equation [lyg)V = 0 has a miraculous structure.
Specifically, uy )V = 0 is equivalent to (see Prop.

—L(ULT + 2XT) + pAT = N, (1.2.7)

where A denotes the covariant Laplacian induced by g along the curves ¢;,, and N denotes
quadratic terms depending on < 1 derivatives of ¥ and < 2 derivatives of u with the following
critically important null structure: each product in N' contains at least one good P,—tangent
differentiation and thus inherits a smallness factor of €. In particular, products containing
quadratic or higher powers of pure transversal derivatives (such as (XW)2, (X )3, etc.) are
completely absent. This good structure is related to Klainerman’s null condition, but unlike
in his condition, the structure of the cubic and higher-order terms matters. Another way to
think about is: by bringing pu under the outer L differentiation, we have generated
a product term of the form —(Lu)---. This leads to the cancellation of the worst term on
the RHS, which was proportional to p,_l()u( U)2. Put differently, the term 1G 1o XU from
the RHS of equation - ) below helps generate complete, nonlinear cancellatlon of a term
proportional to w™'(XW)?2. This null structure survives under commutations of the wave
equation with vectorfields adapted to the eikonal function and allows us to propagate the
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smallness of the size € quantities even though the size 5 quantities are allowed to be much
larger.

Our strategy of propagating the smallness of some quantities while simultaneously allow-
ing derivatives transversal to the characteristics to be large has roots in the similar approach
taken by Christodoulou [12] in his celebrated proof of the formation of trapped surfaces in
solutions to the Einstein-vacuum equations and in the related works [3,36,39,40,47-49].
Similar strategies have been used [51},/60,/61,/64] to prove global existence results for semi-
linear wave equations verifying the null condition in regimes that allow for large transversal
derivatives.

1.3. Overview of the main steps in the proof. We now outline the main steps in our
proof.

(1) We formulate the shock-formation problem so that the fundamental dynamic quan-
tities to be solved for are W, u, and the rectangular spatial componentﬂ L', L*. We
refer to the latter three quantities as “eikonal function quantities” since they depend
on the first rectangular derivatives of u. We then derive evolution equations for w,
L', and L? along the integral curves of the vectorfield L. These evolution equations
are essentially equivalent to the eikonal equation .

(2) We construct a good set of vectorfields 2 := {L, X, Y} that we use to commute the
wave equation and also the evolution equations for the eikonal function quantities.
From the point of view of regularity considerations, it is important to appreciate that
the rectangular components of Z € % depend on the first rectangular derivatives
of u. We will explain the importance of this fact in Sect. (see especially the
discussion below equation ((1.3.8])). Like O, the vectorfield Y (constructed in Sect.
is tangent to the ¢;,,, but it has better regularity properties than ©. We use the full
commutator set 2 when deriving L> estimates for the derivatives of the solution.
When deriving energy estimates, we use only the P,—tangent subset &2 = {L,Y }.

(3) To derive estimates, we make bootstrap assumptions on an open-at-the-top bootstrap
region My, o v, = US€[07T<BMO)ZSUO, where 0 < T(goot)y < 25;1 (see (1.2.6))) and
M ooy Uo 18 @ spacetime subset trapped in between left-most and right-most null
hyperplanes and the flat bottom and top hypersurfaces ¥, and T ooy s Se€ Figure
on pg. (L1} We assume that p > 0 on MT(BODQ,Uo: that is, that no shocks are present.
We then make “fundamental” bootstrap assumptions about the L> norms of various
low-level derivatives of ¥ with respect to vectorfields in &?. These assumptions
are non-degenerate in the sense that they do not lead to infinite expressions even
when p = 0. Using them, we derive non-degenerate L> estimates for the low-level
% derivatives of the eikonal function quantities and other low-level derivatives of W.
Moreover, in Sect.[I0], we derive related but much sharper estimates for p and some of
its low-level derivatives. In particular, using a posteriori estimates, we give a precise
description showing that mingus W vanishes linearly in t and moreover, we connect

the vanishing rate to the initial data quantity 5. defined in (1.2.6) || In addition, we

22 Note that (T.2.3) and (1.2.5) imply that L° = 1.

23 Specifically, we show that there exists a (¢, u)—dependent constant k such that for 0 < s < ¢, we have

minye & 1 — ks; see ([10.2.5aj).
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(4)

(5)

derive related sharp estimates for certain time-integrals involving degenerate factors
of 1/u. The time integrals appear in the Gronwall estimates we use to derive a-priori
energy estimates, as we describe in Step (4). The estimates of Sect. |10 therefore play
a critical role in closing our proof.

We use the L™ estimates to derive up-to-top order L>-type (energy) estimates for
U and the eikonal function quantities on Mr,, . v,. This step is difficult, in part
because we must overcome the potential loss of a derivative tied to the dependence
of our commutator vectorfields on the rectangular derivatives of u. To derive the L?
estimates, we commute the evolution equations with only the P,—tangent commu-
tators P € &2. Because of the good null structure of the wave equation highlighted
in and the good properties of the vectorfields in &, we do not need to com-
mute with the transversal derivative X when deriving the L? estimates. As we have
mentioned, at the higher derivative levels, the energy estimates are allowed to blow
up in a controlled fashion near the shock, while at the lower derivative levels, the
energies remain small all the way up to the shock. The degeneracy of the high-order
estimates is tied to our approach in avoiding the derivative loss: we work with modi-
fied quantities that have unexpectedly good regularity properties but that introduce
a difficult factor of 1/u into the top-order energy identities. This 1/u factor is the
reason that we need the sharp time integral estimates described Step (3); these sharp
estimates affect the blow-up rates of our top-order energy estimates, which are cen-
tral to the entire proof. We remark that the degeneracy of our high-order energy
estimates reflects the “worst-case” behavior of pu along ;. That is, regions where pu
is small drive the degeneracy of our high-order energy estimates along all of ¥;. An
added layer of complexity is that near the time of first shock formation, w can be
large at some points while being near 0 at others and thus our energy estimates along
Yt have to simultaneously account for both of these extremes. We also highlight again
the following crucially important feature of our proof: we must derive non-degenerate
enerqy estimates at the low-derivative levels. From such estimates, we can recover our
fundamental L bootstrap assumptions via a geometric Sobolev embedding result
(see Lemma [13.4).

The proof that p — 0 and causes blow-up (i.e., that the shock forms) before the
maximum allowed bootstrap time 28*_ 1'is easy given the non-degenerate low-level
L™ estimates; see Sect. for an outline of the proof.

Remark 1.9 (Simple bootstrap structure). The bootstrap structure of our proof is very
simple. Given the simple bootstrap assumptions from Step (3), the logic of our proof is
essentially linear: the proofs of our estimates depend only on previously proved estimates.
We recover the bootstrap assumptions near the end of the proof of the main theorem.

Steps (1) —(3) involve many geometric decompositions and computations but are relatively
standard. In the remainder of Sect. [l] we describe Steps (4) and (5) in more detail, which
have some important features that are specific to the problem of shock formation. We start
with the easy Step (5).

1.3.1. Qutline of the proof that the shock happens. The proofs that pu goes to 0 and that
some first rectangular derivative of ¥ blows up are easy given the non-degenerate low-level
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estimates. Both of these facts are based on the following evolution equation (derived in
Lemma as a consequence of the eikonal equation):

1 .
In , Grp = £ g43(V)L*LP and the term O(uLV) is depicted schematically. Our

assumptlons on the nonlinearities ensure that in the regime under study, we have G ~ 1.
Using the é— hierarchy, we have L(G 1, X¥) = O(&). Since L = 2 relative to the geometric

coordinates, we can integrate this estimate to obtain [G, X U](t, u, 19) =[G X0)(0,u,9) +
O(e€), where the implicit constant in O is allowed to depend on the expected shock time 1

(see ([1.2.6))). Inserting into , we obtain
1 S .
Lu(t,u,9) = §[GLLX\I!](O,u, )+ O(é€). (1.3.2)
Integrating (|1.3.2)) and using p(0,u,9) = 1+ O(€), we find that

w(t,u,9) =1+ = [GLLX\IJ](O u, 9t + O(8). (1.3.3)

From (1.2.6) and (T.3.3), we sce that for 0 < ¢ < 25;!, we have

minp=1- 8.t + O(8). (1.3.4)

From (1.3.4), we see that p vanishes for the first time at T fespan = {1 + O(€)} 8*_1. More-
over, the above argument can easily be extended to show that at the points (77 fespan, U, V)
where p vanishes, the quantity |)Z' U|(TLifespan, u, V) is uniformly bounded from below, strictly
away from 0; see and its proof. Since ])u( | = u, we conclude that the derivative of
U with respect to the g—unit-length vectorfield X := p XU ~ —9, ¥ must blow-up at the
points (1Lifespan, U, ¥) where p vanishes.

1.3.2. Enerqgy estimates at the highest order. By far, the most difficult part of the analysis
is obtaining the high-order L? estimates of Step (4). To derive them, we use the well-
known multiplier method. Specifically, we derive energy identities by applying the divergence
theorem to the vectorfield J* := Q%Tﬁ on the region M;,, where T' := (1 + 2u)L + 2X
is a timelike vectorﬁeldlﬂ verifying g(T,T) = —4u(1 + n) < 0; see Prop. for the precise
statement and Figure [2| for a picture illustrating the region of integration. As we have
mentioned, we are able to close our energy estimates by commuting the wave equation with
only P,—tangent commutators P € & (we commute with the P,—transversal vectorfield X
only when deriving low-level L> estimates). Moreover, we do not rely on the lowest level
energy identity corresponding to the non-commuted equation. That is, we derive energy
estimates for PV, PPV, etc. Consequently, for our data, the energies are of small size €
at time 0. At the first commuted level, the energies E[PV](¢,u) and null fluxes F[PW](t, u)

24In many other works, the symbol T' denotes the future-directed unit normal to ;. In contrast, in the
present article, the vectorfield T is not the future-directed unit normal to ;.
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have the strength (note which terms contain explicit n weights!)

E[PW](t, u) ~ / WLPD)? + (XPU)? + u|dPV[? dw, (1.3.5a)

t

F[PW](t, u) ~ /7> (LPY)? + u|dPV|* de. (1.3.5b)

u

In (1.3.5a)-(1.3.5b), PV denotes the ¢;,—gradient of P¥ (that is, the gradient of PV
viewed as a function of the geometric torus coordinate ) and the volume forms dw and d@
are constructedﬁ so that they remain non-degenerate all the way up to and including the
shock. We stress that the terms with w weights in ((1.3.5a)-(1.3.5b)) become very weak near
the shock, and they are not useful for controlling error terms that lack w weights. Since both
appearances of [dPV|? in involve p weights, we must find a different way to control
error terms proportional to |dPW|? that does not rely on E or F. To this end, we exploit
a subtle spacetime integral K(¢,u) with special properties first identified by Christodoulou
[11]; we explain this in Sect. in more detail.

With E,; denoting the energy corresponding to commuting the wave equation M times
with elements P € 2, € denoting the small size of the L? quantities at time 0, and w, (¢, u) :=
min{1, mingx u}, we derive the following energy estimate hierarchy (see Prop. , valid

for classical solutions when (£, u) € [0,257] x [0, Up]:

Eig(t,u) < C&2u 2t u), (1.3.6a)
Eir(t,u) < C&%u; "8 (t,u), (1.3.6b)
Eis(t,u) < C&%u "8 (t,u), (1.3.6¢)
Eio(t,u) < C&?, (1.3.6d)
Ei(t,u) < Cé*. (1.3.6¢)

A similar hierarchy holds for the null fluxes F and the spacetime integrals K.

We now explain how to derive the top-order energy estimate and the origin of its
degeneracy with respect to u. The main difficulty that one confronts in deriving is
that naive estimates do not work at the top order because they lead to the loss of a derivative.
The following mantra summarizes our approach to overcoming this difficulty.

One can gain back the derivative, but only at the expense of incurring a factor of p=!
in the energy identities.

We now flesh out these issues. The hardest step in deriving (1.3.6a)) is using the L> bootstrap
assumptions and estimates to obtain the following top-order energy inequality:

t
Eis(t,u) < Cé? +4/ {sup

t'=0 Ef,

L
Tu‘}Elg(t’,u) dt' + - . (1.3.7)

2w is a rescaled version of the canonical volume form induced by g on %;.
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The aforementioned factor of ™! is the one indicated on RHS ([1.3.7)). The second hardest

step is estimating the singular ratio sup in a way that allows us to derive a Gronwall

24
estimate from . To estimate the ratio, we need sharp information describing how
minyy 1 goes to 0. This analysis is very technical and is based on a posteriori estimates
involving possible late-time behaviors of u; see Sect.[I0] A key ingredient is that by virtue of
the wave equation and equation , one can show that LLu = O(€), which implies
that Lu is approximately constant along the integral curves of L on the time scale of interest.
To explain the basic idea behind the Gronwall estimates, let us pretend that u is a function
of t alone and that p is near 0. Then recalling that L = %, we use Gronwall’s inequality
and to derive Eig(t,u) < Ceé?u=4(t) x ---. Note that the blow-up rate u=4(¢) is
determined by the numerical constant 4 on RHS . In particular, it is tmportant that
the coefficient 4 of the dangerous integral is a structural constant that does not depend on
the number of times that the equations are differentiated. We remark that the exponent on
RHS is 11.8 rather than 4 because there are other difficult error integrals on RHS
(1.3.7) (which we ignore in this introduction) that contribute to the top-order degeneracy.

We now sketch how we derive inequality and explain the appearance of the singular

LT“ ‘ To illustrate the main ideas, we commute the wave equation one time with

factor SUPs

a P,—tangent commutator vectorfield P constructed in Step (2) and pretend that the wave
equation in PV represents the top-order equation. An important fact is that the rectangular
components of the vectorfields P € & depend on ¥ and pdu (see ) Hence, upon
commuting the wave equation with P, we obtain the following schematic wave equation:

w0 PU = pd*(nou) - 0¥ + pd(pou) - 8V + - - - (1.3.8)

In , the schematic symbol - denotes tensorial contractions that produce products with
a special structure. Specifically, the P are designed so that the worst imaginable error
terms are completely absent on RHS , which is possible only because we allow P
to depend on Ju. In particular, a careful decomposition of RHS relative to the
frame reveals that the factor X X is absent. This is important because by signature
considerations, X X would have come with the singular factor 1/, which would prevent us
from deriving non-degenerate estimates at the low orders. Because of this structure, all terms
ud(pnou) - 0* are relatively easy to control all the way up to the shock. The main difficulty
is that the factor pud?(nudu) on RHS seems to have insufficient regularity to close
the estimates: commuting the eikonal equation , one obtains the evolution equation
LOPu ~ O3V + - - | which is inconsistent with the available regularity (two derivatives of W)
for solutions to . Clearly this difficulty propagates upon further commuting the wave
equation. In the energy estimates, this difficulty leads to error integrals that are hard to
control near the shock. As we will explain, the most difficult (in the sense of degeneracy



Stable Shock Formation
20

created by a factor of 1/u) error integra]@ has the following schematic form:

t
2/ XU - & (udu) - X PV de dt’, (1.3.9)
t=0Jxy
where the factor 9*(udu) in (1.3.9) has a special structure that we explain just below. It
remains for us to outline why (1.3.9)) can be expressed as the integral on RHS plus
other error integrals that are similar or easier to treat. The key fact, explained in the next
paragraph, is that 9?(nou) = p'Modified + G X PU, where Gy is as in (1.3.2) and
Modified solves a good evolution equation with source terms that have an allowable level of
regularity. Then observing that XU - 0?(ndu) contains the special product G, L XU, we may

use (|1.3.1]) to substitute, which allows us to rewrite ([1.3.9) in the form

¢ ¢ .
4/ / L—“()“(qu)? de dt’ + 2/ / ()?@)W()?P\y) dodt +---. (1.3.10)
v=0Jxy H =0 JxY [
From (1.3.5a) and the first integral on RHS (1.3.10), we obtain the difficult integral on
RHS (1.3.7)). The integral involving Modified on RHS is difficult to treatﬂ but the
resulting estimates are similar to the ones that we have sketched for the first integral.

We now elaborate on the special structure of the factor 9%(ndu) appearing in ([1.3.9).
Some rather involved computations (see Lemmas and and Prop. yield that the
factor 0% (ndu) appearing in (1.3.9) is equal to the geometric quantity pPtryx, where X is the
symmetric type (g) 0y ,—tangent® tensorfield defined by xee := g(ZoL, ), and try denotes
the trace with respect to the Riemannian metric ¢ induced on the ¢;,, by g. To estimate tryx,
we rely on the well-known Raychaudhuri equation from geometry, which yields the evolution
equation Ltryx = —Ricp+---, where Ricyy, := RicagLO‘LB is a component of the Ricci curva-
ture tensor of (V) and the terms - - - involve fewer derivatives. The key point is that a careful
decomposition (see Lemma shows that for solutions to , all top-order terms con-
tain a perfect L derivative: uRicy; = L(—GLLX\I/—l—p.P\I/)—l—- -+, where the factor — G XV is
precisely depicted. This remarkable structure was first? observed®™| by Klainerman and Rod-
nianski in their proof of low regularity well-posedness for quasilinear wave equations [38] and

was also used in [11,52,59]. Combining, we find that L {utrij — G XU+ uP\II} = ...

Taking one P derivative and setting Modified := puPtryx — G XPU + uP PV, we find that
LModified = [.o.t. as desired.

26More precisely, this error integral is difficult only when the vectorfield P in is equal to the
¢, ,—tangent vectorfield Y. The case P = L is much easier to treat because in this case, one can show
that the term 92(udu) involves at least one L differentiation. Consequently, we can use the Raychaudhuri
equation described below to algebraically replace 9 (ndu) with terms involving < 2 derivatives of .

2TWe ignore it here; see the proofs of Prop. and @l and Lemma for the details.

28Note that the ;4 are one-dimensional curves and hence for any m and n, the space of all type (’:)
¢, ,—tangent tensors is one-dimensional. Hence, the study of ¢, ,—tangent tensorfields could be completely
reduced to the study of scalar functions. However, we do not carry out such a reduction in this article;
we prefer to retain the tensorial character of ¢, ,—tangent tensorfields because that structure allows us to
directly apply standard formulas and techniques from differential geometry.

29A related but simpler observation was made in [13].

30Although the authors needed to exploit this structure to avoid losing a derivative in their work 138],
they did not need to address the difficulty of obtaining estimates in regions where p is near 0.




J. Speck, G. Holzegel, J. Luk, and W. Wong 21

Remark 1.10 (The need for elliptic estimates in three or more space dimensions).
In n spatial dimensions with n > 3, it is no longer possible to obtain an equation of the
form LModified = [.0.t. The difficulty is that some third derivatives of u still remain on the
RHS: LModified = §?(udu) + l.o.t. However a careful decomposition of the remaining term
0?(udu) on the RHS shows that 9%(udu) ~ X - LpX, where £ denotes Lie differentiation and
X is the trace-free part of x, which vanishes when n = 2. To bound the top-order factor £px
in L?, one can derive elliptic estimates on the n — 2 dimensional surfaces analogous to the
l;,, in the present article; see, for example, [11,/13,38,52,59] for more details.

1.3.3. Less degenerate energy estimates at the lower orders. We now explain why the energy
estimates ([1.3.6D)-(1.3.6d)) become two powers less degenerate relative to p; ! at each level
in the descent, which eventually brings us to the non-degenerate levels (1.3.6d)-(1.3.6¢]). To
illustrate the method, we now pretend that equation represents one level below top
order (equivalently, that three derivatives of W in the norm || - || 2(g#) represents top order).
The main idea is to allow the loss of one derivative in the factor 9?(pdu) ~ Ptrgx in (1.3.9));
a loss of one derivative is permissible below top order.
We refer to the just-below-top-order energy that we are trying to estimate by Eone— Beiow—Top-

In this case, we can use the non-degenerate low-level estimate || X /|| re(syy S 1 and Cauchy-
Schwarz to bound the error integral on RHS (1.3.9)) by

t
S [ 1Py B ) 1311)

The expression (|1.3.11)) leads to a gain in powers of p, because of the following critically
important estimate (see (10.3.3))), which shows that integrating in time produces the gain:
for constants B > 1, we have

t
1
/ ————dt' Sl Bt u). (1.3.12)
t

—o WE (', u)
The point is that there are two time integrations in (1.3.11f), the obvious one, and the
one that comes from the schematic relation HLPtr¢XHL2(zu) ~ ||PRicrrllpagsuy + -+ ~
t/ t/

[PPPY|| 25+ ~ b l/z(t’, u)E;/OZ(t’, u) + - - -, where we have incurred the factor T
t/

in the last step due to the fact that the energies control geometric torus derivatives” P =

with a u'/? weight (see (1.3.5a)). By the already prove !'bound IETO( cu) S ep®? (see

(1.3.6a))) we can integrate the prev1ous estimate in time (see Lemma|14.3)) to yield via 1}
w64 (

the estimate HPtrg;xHLQ(E?,) s:O HLPtrijHLz(Eg) ds+ -+ ~ (—:f (s,u)ds + -

en54(t,u) + - --. The outer time integration in (1.3.11]), leads to the gain of another power
2

of ., which in total yields the a priori estima One—Below—Top(t7 u) < éprti(t,u)+- -+, an
improvement over the top-order degeneracy. We can continue the descent in this fashion, and

when we reach the level (|1.3.6€]), the following analog of ([1.3.12)) (proved below as ((10.3.6))

3n practice, we have to simultaneously Gronwall the top and just-below-top energy, rather than treating
the top energy completely separately.

32We have ignored some other error integrals which are slightly more degenerate and only allow us to
prove the slightly weaker estimate EO/W Below—Top(b ) S e2u 0t u).
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allows us to completely break the u; ' degeneracy:

t
1
—— a' <1 (1.3.13)
/t,:() ui/lo(tlv U’)

We conclude by remarking that the proofs of ((1.3.12) and ((1.3.13]) are based on knowing
exactly how p, goes to 0, that is, based on a sharp version of the caricature estimate (¢, u) ~
1 — td,; see (|10.2.5a)). In particular, it is very important that u, goes to 0 linearly in time.

1.3.4. The coercive spacetime integral. As we highlighted in Sect. , the energies
and null fluxes control geometric torus derivatives with p weights, which makes them
too weak to control certain error integrals involving torus derivatives that lack p weights,
at least in regions where p is small. The saving grace is that as in [11,)52,59], our energy
estimates generate a spacetime integral with a good sign. The integral becomes activated
precisely when p is small and controls geometric torus derivatives without p weights. For
the P-commuted wave equation, this integral takes the form

K[PU|(t, u) = % /M (Lu]_|4PY|? dos, (1.3.14)

where [Lu]- = max{—Lu,0}. The key estimate that makes (1.3.14) useful in regions of
small pis: p(t,u,d) < 3 = Lp(t,u,9) < —10, (see (10.2.2)). Here &, > 0 is the

1
data-dependent parameter that controls the blow-up time. 5, is large enough to be
useful because of our assumption that € is sufficiently small. Note that the key estimate has
a “point of no return character” in that once n becomes sufficiently small, it must continue
to shrink along the integral curves of L to form a shock. The proof of the key estimate is

non-trivial and is part of the detailed analysis of p located in Sect. [10}
1.4. Comparison with previous work.

1.4.1. Blow-up results in one space dimension. Under the assumption of plane symmetry,
the finite-time breakdown of solutions to (1.0.1a]) or (1.0.3a)) (for nonlinearities verifying the
conditions described in Sect. is well known and can be proved through the method of
characteristics. Readers may consult [23,59] for detailed examples derived with the help
of sharp techniques paralleling the ones employed in the present article. There is a vast
literature on the use of the method of characteristics to prove blow-up for various nonlinear
hyperbolic systems. A far-from-exhaustive list of examples is: Lax’s seminal finite-time
breakdown results |43 for scalar conservation laws and his aforementioned work on 2 x 2
strictly hyperbolic genuinely nonlinear systems [42], Jeffrey’s work [24] on magnetoacoustics,
Jeffrey-Korobeinikov’s work [25] on nonlinear electromagnetism, Jeffrey-Teymur’s work [26]
on hyperelastic solids, John’s extension [27] of Lax’s work to a larger class of systems and
Liu’s further refinement [46] of it, John’s work [29] on spherically symmetric solutions to the
equations of elasticity, Klainerman-Majda’s work [37] on nonlinear vibrating string equations,
Bloom’s work [5] on nonlinear electrodynamics, and Cheng-Young-Zhang’s work [10] on
magnetohydrodynamics and related systems. Roughly, the blow-up in all of these works is
proved by finding a quantity y(¢) that verifies a Riccati-type equation y(t) = a(t)y?*(t)+Error,
where a(t) is non-integrable in time near oo and Error is a small error term that does not
interfere with the blow-up. Recently, Christodoulou and Raoul Perez gave a new sharp proof
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[16] of John’s blow-up results [27] for genuinely nonlinear strictly hyperbolic quasilinear first-
order systems in one space dimension. They showed that these systems can be treated with
extensions of Christodoulou’s framework |11], which yields a sharp description of the blow-up
with upper and lower bounds on the lifespan. Moreover, they applied their results to prove
shock formation in electromagnetic plane waves in a crystal.

1.4.2. Proofs of breakdown by a contradiction argument in more than one space dimension.
For nonlinear hyperbolic equations in more than one space dimension, many blow-up results
have been proved by a contradiction argument that bypasses the need to obtain a detailed
description of the singularity. For example, John gave a non-constructive proof [28] showing
that many wave equations in three space dimensions with quadratic nonlinearities exhibit
finite-time blow-up for a large seﬂ of smooth data. He did not need to impose any size
restriction on the data for his proof to work, but his proof did not provide any information
about the blow-up time. As a second example, we mention Sideris’ well-known proof [56] of
blow-up for the compressible Euler equations in three space dimensions under a convexity
assumption on the equation of state and under signed integral conditions on the data. His
proof was based on virial identity arguments that yielded a manifestly non-negative weighted
space-integrated quantity with a sufficiently negative time derivative, which eventually leads
to a contradiction even if one assumes that the solution is otherwise smooth. In particular, his
proof gave an explicit upper bound on the solution’s lifespan. There are many similar results
available which prove blow-up for various evolution equations via a virial identity argument.
We do not aim to survey the extensive literature here, but we do highlight the following
examples: semilinear Schrodinger equations [20], the relativistic Vlasov-Poisson equation
[21], and various semilinear wave and heat equations [32]. We note that for semilinear
Schrodinger, wave, and related equations, the state of the art knowledge of the blow-up has
advanced far beyond proof of blow-up by contradiction; see [50,/53| for surveys.

Though appealing in its shortness, a serious limitation of the virial identity approach is that
it relies specific algebraic structures of the equations that are unstable under perturbations
of the equations. Another limitation is that it provides a lifespan upper bound that can
be inaccurate; without additional information, one must concede that the solution could in
principle blow-up much sooner by a different mechanism. In contrast, our proof has many
robust elements (see, however, Remark , and our work yields a sharp description of the
solution’s lifespan and identifies the quantities that blow-up as well as the ones that remain
regular.

1.4.3. Detailed blow-up results in more than one space dimension. Alinhac was the first
[1,12] to give a sharp description of singularity formation in solutions to quasilinear wave
equations in more than one space dimension without symmetry assumptions. He addressed
a compactly supported small-data regime in which dispersive effects are eventually overcome
by sufficiently strong quadratic nonlinearities. For convenience, even though these kinds of
solutions eventually blow-up, we say that they belong to the “small-data dispersive regime.”
Alinhac’s results have been generalized to various equations by several authors; see, for
example, [17H19]. In the case of three space dimensions (more precisely, the data are given

33For some nonlinearities, John’s proof yields blow-up for all non-trivial, smooth, compactly supported
data.
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on R3), Alinhac proved that whenever the nonlinearities in equation fail to satisfy
Klainerman’s null condition [34], there exists a set of data of small size € (in a Sobolev norm)
such that the solution decays for a long time at the linear rate ¢t=! before finally blowing
up at the “almost global existence” time ~ exp(cé™!). More precisely, the singularity-
€
(1+¢)[1+0(€)In(l+1)]
denominator depends on the nonlinearities as well as the profile of the data and the blow-
up (for some t > 0) occurs in regions where O(€) < 0. Alinhac’s data were posed in an
annular region of R?, and he assumed that they verified a non-degeneracy condition. His
results showed that the almost global existence lifespan lower bounds, obtained by John
and Klainerman [31},33,35] with the help of dispersive estimates that delayﬁ the singularity
formation, are in fact saturated. Moreover, his results confirmed John’s conjecture [30]
regarding the asymptotically correct description of the blow-up time in the limit € | 0 for
data verifying the non-degeneracy condition.

Christodoulou’s remarkable work [11] yielded a sharp improvement (described below) of
Alinhac’s results for a similar class of small compactly supported data given on R?, and he did
not make any non-degeneracy assumption. His main results applied to irrotational regions
of solutions to the special relativistic Euler equations in the small-data dispersive regime.
In such regions, the fluid equations reducelﬂ to a special case of the wave equation (|1.0.3al)
in which additional structure is present. The non-relativistic Fuler equations were treated
through the same approach in |15] and feature the same additional structure, including that
the irrotational fluid equations derive from a Lagrangian (and thus can be written in Euler-
Lagrange form) and that solutions possess several conserved quantities associated to various
symmetries of the Lagrangian. These assumptions were used in the proofs, in particular in
exhibiting the good null structurﬂ enjoyed by the equations. The equations also had some
additional structure due to the assumption that they model a physical fluid. In addition to
assuming that the data are of a small size € in a high Sobolev norm, Christodoulou also made
additional assumptions on the data to ensure that a shock forms. His sufficient conditions
were phrased in terms of certain integrals of the data: shocks form in the solution whenever
the data integrals have the appropriate sign (determined by the nonlinearities) and are not
too small in magnitude relative to €.

Christodoulou’s results were extended [59] to a larger class of equations and data by
Speck (see also the survey article [23], joint with Holzegel, Klainerman, and Wong). In
particular, for data given on R3, he proved a sharp small-data shock-formation result for
equations ([1.0.1a) or ([1.0.3a) whenever the null condition fails. That is, he showed that
Christodoulou’s sharp shock-formation results are not tied to the specific structure of the
fluid equations and that the additional structure present in those equations is not needed to
close the proof. Speck also showed that given any sufficiently regular non-trivial compactly

forming quantities®| behave like , where the O(€) term in the

3411 Alinhac’s equations of type (1.0.3a)), the second rectangular derivatives of the solution blow-up. In
1.0.1a)

our work on equations of type (1.0.1a)), the first rectangular derivatives blow up.
35By “delay,” we mean relative to the case of one space dimension, where the lack of dispersion leads to
blow-up at time O(&é~1).
36Up to simple renormalizations outlined in Appendix E
37 particular, in Christodoulou’s version of equation (A.1.4]), the RHS completely vanishes. The van-
1.0.34

ishing occurs because he studies equations of the form (|1.0.3a)) that derive from a Lagrangian.
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supported initial data, if they are rescaled by a small positive factor, then the solution forms
a shock in finite time. That is, all sufficiently reqular data profiles lead to shock formation if
they are suitably rescaled.

Alinhac’s and Christodoulou’s approaches to proving shock formation share many com-
mon features. For example, the main idea of Alinhac’s proof was to resolve the singularity
by constructing an eikonal function w, as in Sect. [[.2l Moreover, near the singularity, he
changed variables to a new “geometric” coordinate system in which u is one of the new
coordinates. Relative to the geometric coordinates, he proved that the solution to (1.0.3al)
remains regular all the way up to the point where the characteristics first intersect but that
the change of variables map between the rectangular and geometric coordinates breaks down
there. Changing variables back to rectangular coordinates, he showed that the degeneracy
implies that [9*®| blows up in finite time precisely at the point where the characteristics
intersect. Alinhac also had to overcome the potential loss of derivatives that we described
in Sect. with the help of “modified” quantities. However, the methods he used did
not immediately eliminate all of the derivative loss and thus differed in a fundamental way
from Christodoulou’s approach. Specifically, to close his energy estimates, Alinhac employed
a Nash-Moser iteration scheme. His scheme featured a free boundary due to the fact that
the blow-up time for each iterate can be slightly different. Although Alinhac gave a sharp
description of the asymptotic behavior of the solution near the singularity, his proof was
not able to reveal information beyond the first blow-up point. Moreover, in order for his
proof to close, the constant-time hypersurface of first blow-up was allowed to contain only one
blow-up point. These fundamental technical limitations were tied to the presence of the free
boundary in his Nash-Moser iteration scheme and they are the reason that he had to make
the non-degeneracy assumption on the data; see [59] for additional discussion regarding his
approach.

We now describe the most important difference between the approaches of Alinhac and
Christodoulou. The main advantage afforded by Christodoulou’s framework, as shown in
[11,15,59], is that in the small-data dispersive regime, there is a sharp criterion for blow-up.
Specifically, the solution blows up at a given point <= p vanishes there. In particular,
in the small-data dispersive regime, shocks are the only kinds of singularities that can form.
Since the behavior of u is local in time and space, the vanishing of w at one point does not
preclude one from continuing the solution to a neighborhood of other nearby points where
u > 0. Moreover, {p = 0} precisely characterizes the singular portion of the boundary of the
maximal development of the data, that is, the portion of the boundary on which the solution
blows up. Thus, Christodoulou’s framework is able to reveal detailed information about the
structure of the maximal development of the data, the shape of the various components of its
boundary, and the behavior of the solution along it. The same information can be extracted
for the solutions that we study here; see Remark [1.4 The sharp description is an essential
ingredient in setting up the problem of extending the Euler solution weakly beyond the
first singularity. We note that an essential component of solving this problem is obtaining
information about the shock hypersurface across which discontinuities occur. The problem
was recently solved in spherical symmetry [14], while the non-symmetric problem remains
open and is expected to be of immense difficulty.
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1.4.4. Differences between the proof of shock formation in the small-data dispersive regime
and in the nearly plane symmetric regime. As we mentioned near the beginning of Sect. [I]
the most important new feature of the analysis in the nearly plane symmetric regime is that
we rely on a different mechanism to control the nonlinear error terms. More precisely, since
solutions do not decay in the nearly plane symmetric regime, our approach is based on the
propagation of the & — & hierarchy described in Sect. rather than the smallness and
dispersive decay estimateﬂ used in the small-data dispersive regime [11},/15,59]. We remark
that there is a technical simplification in the nearly plane symmetric regime that allows for
a shorter proof compared to the small-data dispersive regime: our propagation of the é — 5
hierarchy does not involve weights in ¢ or the Euclidean radial coordinate r.

To propagate the € — 5 hierarchy, we must make some observations about various prod-
uct /null structures in the equations that are not needed for treating the small-data dispersive
regime. Such structures are relevant both for obtaining suitable energy estimates up to top
order and for deriving non-degenerate L> estimates at the lower derivative levels. We now
give one example of such a structure:

Repeatedly commuting the wave equation ullyy) ¥ = 0 up to top order with P, —tangent
vectorfields P € & = {L,Y} produces commutator error term products that are qua-
dratic and higher order in the derivatives of ¥, u, and L¢ with each product involving
no more than one X derivative.

The above structure is a consequence of the schematic structures [Py, P] ~ Ps and [X, Py] ~
P, where P;, P5, and P are arbitrary P,—tangent vectorfields. These schematic commutator
relations are easy to see relative to the geometric coordinates (¢,u,®). To further explain

these issues, we first note that X = % — E,a%, where © = % and & is a scalar function

(see ) From these expressions, it easily follows that for Z;, 7y € {)V( , P, Py}, the
commutator [Z;, Z,] belongs to span{Z, 2} and is therefore P! —tangent (note that the
coefficient of 8% in the above expression for X is a constant!). That is, we have shown
that [Py, P5] ~ P; and [)? , Pi] ~ P,. Recalling the wave equation decomposition ,
we easily obtain the structure for the commutators [uyw), P] highlighted in the above
indented sentence in the special case P € {L,Y} relevant for our energy estimates.ﬁ The
structure is a manifestation of the miraculous null structure mentioned in the discussion
surrounding equation , and it allows us to derive energy estimates for the L and Y
derivatives of the solution up to top order without having to derive energy estimates for
its high X derivatives. That is, there is a kind of decoupling between energy estimates for
the P,—tangential derivatives and the P,—transversal derivatives. Moreover, the structure
has the following important consequence: all energy estimate error integrands generated
by commuting the wave equation with L and Y contain at most one 5—sized factor and
thus are at least quadratically small in the quantities that are expected to be of size €. This

38We recall that in both regimes, the solution remains regular at the low derivative levels with respect to
the geometric coordinates and the blow-up occurs in the partial derivatives of the solution with respect to
the rectangular coordinates.

39 The detailed proof of the structure of the commutators [ug(wy, P] for P € {L,Y}, in the precise form
that we need for our proof, is based on straightforward but lengthy geometric computations carried out in

Lemma Prop. With Z € {L,Y}, and Lemma
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suggests that a Gronwall estimate will lead to the C'€? smallness of the energies fo@ the
relevant time scale ¢ < 25*_1, as described in Sect. . Indeed, modulo the many difficulties
with high-order energy degeneracy with respect to u; ! that we previously explained, this
is exactly what our energy estimate hierarchy ((1.3.6a)-(1.3.6€)) reveals. This allows us to
propagate the O(€?) smallness of the energies of the P,—tangent derivatives of ¥ without
having to bound the energie of the pure transversal derivatives such as X v, XX v, etc.,
which can be of large size O(52).

For illustration, we now give one example of how the O(€?) smallness of the energies is
used in our proof. We recall that our bootstrap argument heavily relies on the expectation
(described just below equation (|1.3.4))) that the first vanishing time of p (that is, the blow-up
time of the first rectangular derivatives of ¥) is (1+O(&))d; 1. To realize this expectation, we
must show that the L¥—involving products on RHS are of small size O(€) all the way
up to the shock. The desired smallness estimate ||LW||z(xuy < € is a simple consequence
of the O(€?) smallness of the low-order energies, a data smallness assumption, and Sobolev
embedding; see Cor. for a proof.

We now further explain how the analysis of the small-data dispersive regime |11}|15/59]
is different than our analysis here. In that regime, there is only one smallness parameter
capturing the size of a full spanning set of directional derivatives of the solution at time
0, and the €2 smallness of all energies from level 0 up to top order can be propagated all
the way up to the shock (modulo possible energy degeneracy relative to powers of u ! at
the high orders). Because all directional derivatives are controlled, there is no need to rely
on the structure emphasized two paragraphs above, namely that the energy estimates for
the pure tangential derivatives (up to top order) effectively decouple from energy estimates
for transversal derivatives. The good null structure mentioned above does, however, play
an important role in allowing one to control error terms and prove shock formation. The
structure is used in a different way: in place of the two-parameter € —5 hierarchy exploited in
the present article, the error terms are controlled all the way up to the shock via a hierarchy
of dispersive estimates. More precisely, one relies on the fact that the transversal derivative
of the solution decays in time at a non-integrable rate tied to the formation of a shock, while
the tangential derivatives decay at an integrable rate and generate only small error terms;
see the next paragraph for more details. The availability of this decay hierarchy is intimately
connected to the good null structure, and we explain it more detail two paragraphs below.

For the sake of comparison, we first provide some additional background on the behavior of
solutions in the small-data dispersive regime [11,/15,59]. The data are compactly supported
functions on R? of small Sobolev@ size €, and the true characteristics are outgoing null cones
Cy. The C,, which are level sets of a true eikonal function wu, are distorted versions of the
Minkowskian cones {t —r = const}, where r is the standard radial coordinate on Minkowski

40As we explain in Sect. we use the convention that constants C' are allowed to depend on § and 3*_1.

4lwe note, however, the following non-obvious feature of our proof, described at the start of Sect. @ to
close our energy estimates at any order, we rely on the bound || X <3| L=(sy) S 0 S 1, which we obtain
by commuting the wave equation up to two times with X and treating the wave equation as a transport
equation up to derivative-losing terms.

42The work [59] showed that for equations of type (1.0.1a)), the proof closes for small data verifying
(W, Wo) € HZ°(Z0) x HZ(Xo).
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spacetime. The dispersive estimates take the following form: relative to a suitable rescaled
vectorfield frame analogous to , U and its C,—transversal derivative decay like €(1+¢)~1
while its C,—tangential derivatives decay at the faster rate €(1+ ¢)~2. Moreover, relative to
the geometric coordinates, related estimates hold for U at slightly higher derivative levels
and for the low-order derivatives of u and the rectangular components L. We now describe
the mechanism for the vanishing of p (that is, for the formation of a shock) in the small-
data dispersive regime. The most relevant estimate takes the form Ly = O(€)(1 +¢)~! +
O(€)(1 + t)~? and is analogous to the estimate that we use in the nearly plane
symmetric regime. The term O(€)(1 + ¢)~! corresponds to the size of the C,—transversal
derivative of the solution, while the term O(€)(1 + ¢)2 is an error term that bounds the

C,—tangential derivatives. In view of the fact that L = 5 the small-data estimate p|;—g ~ 1,

and the observation that (1 + ¢)~! is not integrable in ¢ while (1 4 ¢)72 is, we see that
p~ 1+ O(€)In(l+t). Hence, p will vanish at a time exp (|O(€)|™") for data such that
the factor O(€) from the term O(€)(1+¢)~! term is negative and sufficiently bounded from
below in magnitude.

The derivation of the above mentioned directionally dependent decay rates in the small-
data dispersive regime is based on a modified version Klainerman’s commuting vectorfield
method [35], the modification being that the vectorfields are dynamically adapted to the
true characteristics through an eikonal function, much like the vectorfields 2 that we use
in the present article (as described at the start of Sect. . As we mentioned previously,
the use of a true eikonal function in the context of deriving global estimates for quasilinear
hyperbolic equations originated in [13]. In the small-data dispersive regime, one can exploit
the decay properties mentioned above, the good null structure mentioned in the discussion
surrounding equation , and various structures present in the evolution equations for p
and L to show that the solution behaves, relative to the rescaled frame, much like a solution
to a wave equation that verifies Klainerman’s classic null condition. In particular, upon
commuting the wave equation ullyg) ¥ = 0 with an appropriate spanning commutation set,
one can show that the commutator error terms are quadratic and higher-order products such
that each product contains no more than one slowly decaying factor corresponding to pure
Cy—transversal differentiations. This is an analog, for a full spanning set of commutation
vectorfields, of the structure described in the second paragraph of this subsubsection for
the L and Y commutation vectorfields in the nearly plane symmetric regime. Moreover, in
the small-data dispersive regime, relative to the rescaled frame, one can propagate the €
smallness of the solution in various Sobolev norms and prove conditional global existence
and decay-type estimates. In particular, without any a priori restriction on t (such as the
restriction ¢ < 28*_1 made in our work here), one can prove that the solution remains regular
relative to both the geometric and rectangular coordinates as long as p remains strictly
positive. We mention again that in contrast, in the nearly plane symmetric regime, there is
no obvious structure in the equations hinting at the validity of a conditional global existence-
type result in which the solution persists for all times as long as p remains strictly positive.

43 The precise behavior of the @(&)(1 +¢)~! term depends on the nonlinearities as well as the profile of
the data and is connected to Friedlander’s radiation field; see [23}/59] for more details.
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Rather, as we explained in Sect. , we propagate the € — 5 hierarchy only for times up to
251, which is long enough for the shock to form.

1.4.5. Blow-up in a large-data regime featuring a one-parameter scaling of the data. Recently,
Miao and Yu proved [52] a related shock-formation result for the wave equation —9%¢ + [1 +
(0:¢)?]A¢ = 0 in three space dimensions with data that are compactly supported in an
annular region of radius ~ 1 and thin width §, where & is a small positive parameter. The
data’s amplitude and their functional dependence on a radial coordinate are rescaled by
powers of §. Consequently, the data and their derivatives verify a hierarchy of estimates
featuring various powers of . For example, ¢ itself has small L™ size §%2, its rectangular
derivatives 0,¢ have L size 6/2, and a certain derivative of 9,¢ that is transversal to the
true characteristics has large L™ size 8~ /2. Due to the largeness, the blow-up of the second
rectangular derivatives of ¢ happens within one unit of time. The scaling of the data is closely
related to the short-pulse ansatz pioneered by Christodoulou in his aforementioned proof of
the formation of trapped surfaces in solutions to the Einstein-vacuum equations [12]. The
main contribution of [52] was showing how to propagate the & hierarchy estimates until the
time of first shock formation. In the proof, dispersive effects are not relevant. Instead, the
authors control nonlinear error terms by tracking the powers of § associated to each factor
in the product. Roughly, the error terms have a product structure, typically of the form
small - large (relative to powers of 8), where the small factor often more than compensates
for the large one. That is, the authors show that the overall powers of & associated to
the error term products are favorable in the sense that the smallness of & is sufficient for
controlling them. In this way, a class of large data solutions can be treated using techniques
borrowed from the usual small-data framework.

Our results are related to those of [52] but are distinguished by our use of two size pa-
rameters (the parameters € and 5 from Sects. and , which allows us to treat a set
of initial conditions containing large data and, unlike [52], small data too. As we described
above, a key aspect of our proof is that we can propagate the small size € of the P,—tangent
derivatives long enough for the shock to form, even though the transversal derivatives can
be of a relatively large size §. To this end, we must exploit the good product/null structure
in the equations, as described in Sect. [I.4.4] in ways that go beyond the & scaling structures
exploited in [52].

2. GEOMETRIC SETUP

In this section, we set up the geometric framework that we use for analyzing solutions.
For pedagogical reasons, there is some redundancy with Sect. [I}

2.1. Notational conventions and shorthand notation. We start by summarizing some
of our notational conventions; the precise definitions of some of the concepts referred to here
are provided later in the article.

e Lowercase Greek spacetime indices «, 3, etc. correspond to the rectangular spacetime
coordinates defined in Sect. and vary over 0, 1,2. Lowercase Latin spatial indices
a,b, etc. correspond to the rectangular spatial coordinates and vary over 1, 2.
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e We sometimes use - to denote the natural contraction between two tensors (and
thus raising or lowering indices with a metric is not needed). For example, if £ is a
spacetime one-form and V' is a spacetime vectorfield, then £ - V := £, V*.

e If £ is a one-form and V is a vectorfield, then &, := &,V*. Similarly, if W is a
vectorfield, then Wy, := W,V = g(W, V). We use similar notation when contracting
higher-order tensorfields against vectorfields. Similarly, if I',.3 are the rectangular
Christoffel symbols (2.10.1)), then Tyyw == UCVEWAT 5.

o [f £ isan /¢, u—tangent one- form (as defined in Sect. [2.5 . then ¢# denotes its g—dual
vectorfield, where ¢ is the Riemannian metric induced on ¢;,, by g. Similarly, if £ is
a symmetric type (0) {;,—tangent tensor, then £# denotes the type (1) ¢, ,—tangent
tensor formed by raising one index with ¢~* and £## denotes the type ( ) ¢, ,—tangent
tensor formed by raising both indices with ¢

e Unless otherwise indicated, all quantities in our estimates that are not explicitly
under an integral are viewed as functions of the geometric coordinates (t,u,1) of
Def. 2.5l Unless otherwise indicated, quantities under integrals have the functional
dependence established below in Def. [3.2]

e If Q; and @), are two operators, then [Q1, Q2] = Q1Q2 — Q20 denotes their commu-
tator.

e A < B means that there exists C' > 0 such that A < CB.

e A = O(B) means that |A| < |B].

e Constants such as C and c are free to vary from line to line. Explicit and implicit
constants are allowed to depend in an increasing, continuous fashion on
the data-size parameters & and 8_1 from Sect. . However, the constants
can be chosen to be independent of the parameters € and ¢ whenever €
and ¢ are sufficiently small relative to 5 and 5 L
e || and [-] respectively denote the floor and ceiling functions.

2.2. The structure of the equation in rectangular components. In this section, we
formulate equation (1.0.1a]) in rectangular coordinates and state our assumptions on the
nonlinear terms. We use ¢t = 2° € R to denote the time coordinate and (z!,z%) € R x T to
denote standard coordinates on X, where 22 is locally defined. The vectorfields 9;, 0y, O are
globally defined. We call {z*},—012 the rectangular coordinates because relative to them,
the standard Minkowski metric on R x X takes the form m,, = diag(—1,1,1).

We assume that relative to the rectangular coordinates,

gw/ = g/W(\Ij> - mﬂ’/ + gl(timall)<‘lf)7 (M? V= 07 17 2)7 (221)
where g(sma”)(\lf) is a given smooth function of ¥ with
gl (0) = 0. (2.2.2)

Relative to the rectangular coordinates, (1.0.1a)) takes the form

(97 0a05Y — (¢7)* (97" Tansn ¥ = 0. (2.2.3)



J. Speck, G. Holzegel, J. Luk, and W. Wong 31

The I',,s are the lowered Christoffel symbolﬂ of g relative to rectangular coordinates and
can be expressed as

1
Fom/o’ = Faﬁﬁ<\1}> a\D) = 5 {aagnﬁ + aﬁgan - &igaﬁ} (2.2.4)

1
= 5 {Gnﬁaalll + Gaﬁaﬁ\ll — Gaﬁaﬁqf} ,

where
d
Gaﬂ == Galg(\l}) = ﬁgaﬂ(qj)' (225)
For later use, we also define
d2
/ !/
af — aﬁ(qj) = Wgaﬁ(qj)' (226)

We now describe our assumptions on the tensorfield Gos(V = 0), which can be viewed
as a 3 X 3 matrix with constant entries relative to rectangular coordinates. We could prove
the existencd™ of stable shock-forming solutions whenever there exists a Minkowski-null
vectorfield Lpqr (that is, maBL?ant)L? Flat) = 0) such that

Gap(¥ = 0) ((XFlat)L/(BFlat) 7 0. (2:2.7)

The assumption holds for most nonlinearities and is equivalent to the failure of
Klainerman’s classic null condition [34]. We recall that the main results that we present
in this article rely on the existence of a family of plane symmetric shock-forming solutions.
The existence of the family is based on the following assumption: there exists a vectorfield
Lriar) € span{0d;, 0; } such that holds. We may then perform a Lorentz transformation
on the ¢, ! coordinates if necessary in order put L (Fiat) into the following form, which we
assume throughout the remainder of the article:

L(piat) = Oy + O1. (2.2.8)

Note that under the above assumptions, LHS (2.2.7) is equal to the non-zero constant
GOQ(\IJ - O) -+ 2G01(\If = O) -+ GH(\IJ - O)

Remark 2.1 (Genuinely nonlinear systems). Our assumption that the vectorfield
verifies is reminiscent of the well-known genuine nonlinearity condition for first-order
strictly hyperbolic systems. In particular, for plane symmetric solutions with ¥ sufficiently
small, the assumption ensures that there are quadratic Riccati-type termﬂ in the wave
equation, which is the main mechanism driving the singularity formation in the 2 x 2 strictly
hyperbolic genuinely nonlinear systems studied by Lax [42].

440ur Christoffel symbol index conventions are such that for vectorfields V, we have 2,V? = 9,V# +
Faﬁ/\V/\, where FaﬁA = (715" yen.

4>The condition would be sufficient for allowing us to prove the existence of stable large-data
shock-forming solutions. However, in order to handle the set of data (which includes some small data) stated
in Theorem we need the additional assumption ([2.2.8)).

46The vectorfield frame that we construct in fact leads to the cancellation of the Riccati-type terms; see

the discussion just below (1.2.7)).
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By rescaling the metric by the scalar function 1/(¢g1)%(¥), we may assume without loss
of generality["] that

(g H)"W) = —1. (2.2.9)
The assumption ([2.2.9) simplifies many of our formulas.

Remark 2.2. In total, our assumptions on the nonlinearities imply the term %G 1. XU on
RHS ([2.11.1]), which lies at the heart of our analysis, is sufficiently strong to drive pu to 0 in
the regime under study.

2.3. Basic constructions involving the eikonal function. As we described in Sect. [I.2]
our entire work is based on an eikonal function, specifically, the solution to the hyperbolic
initial value problem ([1.2.1))-(1.2.2)). We associate the following subsets of spacetime to wu.
They were depicted in Figure 2] on pg. [11}

Definition 2.1 (Subsets of spacetime). We define the following spacetime subsets:

Sp ={(t, 2", 2*) ERxRxT|t="t}, (2.3.1a)
o= {(t, 2t 2)) e Rx R T |t =1, 0 <u(tz! z?) <u'}, (2.3.1b)

Pl o= {(t, 2", 2?) e RxRxT|0<t<t, ult,z',2?) = u'}, (2.3.1¢)
lpw =PLnSy ={(t,2",2*) eRxRxT |t =1, u(t,z', a®) =}, (2.3.1d)
My = Uyepa Pl N {(t, 2", 2?) ERXRxT |0 <t <t} (2.3.1¢)

We refer to the 3, and X% as “constant time slices,” the P! as “null hyperplanes,” and the
0. as “curves.” We sometimes use the notation P, in place of P! when we are not concerned
with the truncation time ¢t. We restrict our attention to spacetime regions with 0 < u < U,
where we recall (see (1.0.2))) that 0 < Uy < 1 is a parameter, fixed until Theorem [15.1]

Remark 2.3. The constants in all of our estimates can be chosen to be independent of

Up € (0,1].
We associate the following gradient vectorfield to the eikonal function solution to (|1.2.1)):

LiGeo) == —(g~H"*0u. (2.3.2)

It is easy to see that L(geo) is future—directe with g(L(Geo)s L(Geo)) = gaﬁL((XGeo)L(ﬁGeo) =
0, that is, L(geo) is g—null. Moreover, we can differentiate the eikonal equation with

9" = (g71)"*9, and use the torsion-free property of the connection 2 to deduce that
0= (9 PuPsP"u = —.@auﬁaL?Geo) = L?Geo)‘@aLl(/Geo)' That is, Lgeo) is geodesic:

Dtgony Liceo) = 0. (2.3.3)

47Technicaully7 rescaling the metric introduces a semilinear term proportional to (g_l)“B(\I/)aa\Ilag\I! in
the covariant wave equation corresponding to the rescaled metric. However, our proof will show that for the
solutions under study, this term makes a negligible contribution to the dynamics because it has a special
null structure (it verifies the strong null condition mentioned in Remark that is visible relative to the

frame (2.4.4a)). Hence, we ignore it for simplicity.
48Here and throughout, a vectorfield V is “future-directed” if its rectangular component V? is positive.
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Our analysis will show that the rectangular components of Lge, blow-up when the shock
forms. In particular, as we described in Sect. [I.2] the formation of a shock is equivalent to
the vanishing of the following quantity .

Definition 2.2 (Inverse foliation density). Let L((]Geo) be the 0 rectangular component of
the vectorfield L(geo) defined in (2.3.2)). We define the inverse foliation density p as follows:
-1 -1 1

h = 0B (g0 Ty 234

The quantity 1/p measures the density of the level sets of u relative to the constant-time
hypersurfaces >;. When pn becomes 0, the density becomes infinite and the level sets of u
intersect. We also note that the vanishing of p is equivalent to the blow up of %y u, where
V= —(g71)"0, is approximately equal to ; in the regime under study.

In our analysis, we work with a rescaled version of L(geo) that we refer to as L. Our proof
reveals that the rectangular components of L remain near those of Lpjq (which is defined
in (2.2.8))) all the way up to the shock.

Definition 2.3 (Rescaled null vectorfield). We define the rescaled null vectorfield L as
follows:

L= HL(Geo)~ (235)

Definition 2.4 (Geometric torus coordinate ¥ and the corresponding vectorfield
0). Along %}, we define 9(t = 0,2',2%) = 22. We extend ¥ to regions of the form M,, by
solving the transport equation LY = 0 with ¥ subject to the above initial conditions along
L.

We define © = % = %’t,u to be the vectorfield corresponding to partial differentiation
with respect to ¥ at fixed ¢t and w.

Definition 2.5 (Geometric coordinates). We refer to (¢,u, 1) as the geometric coordi-
nates.

Remark 2.4 (C'—equivalent differential structures until shock formation). We
often identify spacetime regions of the form My, (see (2.3.1¢)) with the region [0,¢) X
[0,Ug] x T corresponding to the geometric coordinates. This identification is justified by the
fact that during the classical lifespan of the solutions under consideration, the differential
structure on M, corresponding to the geometric coordinates is C'—equivalent to the
differential structure on M, g, corresponding to the rectangular coordinates. The equivalence
is captured by the fact that the change of variables map Y (see Def. from geometric
to rectangular coordinates is differentiable with a differentiable inverse, until a shock forms;
see Lemma [I5.1] and Theorem [I5.1] However, at points where p vanishes, the rectangular
derivatives of U blow-up (see equation (|15.2.5)) and the discussion below it), the inverse map
T~! becomes singular, and the equivalence of the differential structures breaks down as well.

2.4. Important vectorfields, the rescaled frame, and the unit frame. In this section,
we define some additional vectorfields that we use in our analysis and exhibit their basic
properties.
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Definition 2.6 (X, X,and N ). We define X to be the unique vectorfield that is 3, —tangent,
g—orthogonal to the ¢;,, and normalized by

g(L, X)=—1. (2.4.1)

We define
X = uX. (2.4.2)

We define
N:=L+X. (2.4.3)

Definition 2.7 (Two frames). We define, respectively, the rescaled frame and the non-
rescaled frame as follows:

{L,X, 0}, Rescaled frame, (2.4.4a)
{L,X,0}, Non-rescaled frame. (2.4.4Db)

Lemma 2.1 (Basic properties of X, X, L, and N). The following identities hold:

Lu =0, Lt=1°"=1, (2.4.5a)
Xu=1,  Xt=X°=0, (2.4.5b)
g(X.X)=1, g(X.X)=, (2.4.6a)
Moreover, relative to the geometric coordinates, we have
0
L=—. 2.4.7
T (2.4.7)

In addition, there exists an {;,,—tangent vectorfield = = €O (where &, is a scalar function)
such that

)“(:3—5:3—&@. (2.4.8)

The vectorfield N defined in (2.4.3)) is future-directed, g—orthogonal to ¥y and is normal-
1zed by

g(N,N) = —1. (2.4.9)

Moreover, relative to rectangular coordinates, we have (for v =0,1,2):
NY = —(g~Ho. (2.4.10)
Finally, the following identities hold relative to the rectangular coordinates (forv =0,1,2):
X, =—L,— 6, XY =—-L"—(gH, (2.4.11)

where 8° is the standard Kronecker delta.
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Proof. We first prove (2.4.5a). We begin by using (1.2.1)), (2.3.2)), and (2.3.5) to deduce

that Lu = L*O,u = —pu(g~1)*?0,udsu = 0 as desired. The fact that Lt = 1 is a simple

consequence of (2.3.2), P, and (2.3.5).

We now prove ([2.4.5b)). We begin by using , , and to deduce that
Xu = uX®9ou = —X*L, = —g(X,L) = 1. The fact that Xt = 0 is an immediate
consequence of the fact that by construction, X is Y —tangent.

then follows easily from and the fact that 8% and O span the tangent space
of 3, at each point.

is an easy consequence of and (2.4.2).

To derive the properties of N, we consider the vectorfield V¥ := —(¢=1)%, which is g—dual
to the one-form with rectangular components —d° and therefore g—orthogonal to ¥;. By
229), g(V,V) = (¢7")*0005 = —1, so V is future-directed, timelike, and unit-length.
In particular, V' belongs to the g—orthogonal of ¢;,, a space spanned by {L, X}. Thus,
there exist scalars a,b such that V = aL + bX. Since Vt = V® = 1 = Lt = L° and since
Xt = X% =0, we find that a = 1, that is, that V = L+bX. Taking the inner product of this
expression with X and using together with the fact that X is ¥;—tangent (and hence
g—orthogonal to V'), we find that 0 = —1 4 bg(X, X). Similarly, using the fact that
L is null, and the previous identity, we compute that —1 = g(V, V) = —2b + 0?g(X, X) =
—2b+0b = —b. It follows that V' = L+ X := N and ¢g(X, X) = 1. We have thus obtained the
properties of N and obtained (2.4.9)), (2.4.10)), and the first identity in (2.4.6al). The second
identity in follows easily from the first one and definition (2.4.2)). (2.4.11) follows
from the definition of N and from lowering the indices in (2.4.10) with g.

To obtain , we simply use and the fact that by construction, we have Ly = 0

(see Def. [2.4).

O

2.5. Projection tensorfields, G (prume), and projected Lie derivatives. Many of our
constructions involve projections onto X, and ¢, ,.

Definition 2.8 (Projection tensorfields). We define the ¥; projection tensorfield II and
the ¢;,, projection tensorfield JI relative to rectangular coordinates as follows:

Or =06/~ N,N-=5+8"LF+5°XH (2.5.1a)
MH =64+ X, LM+ L,(LF + X*) =6 — 6, L + L, X" (2.5.1b)

Definition 2.9 (Projections of tensorfields). Given any spacetime tensorfield £, we define
its ¥; projection II¢ and its ¢;, projection JI¢ as follows:

ccfm . [z Un, H Hm ¢f1 fm
(Hé)ﬁ;ﬁn T HVII T EV’n Hﬁll T Eﬁm £fljll"';n ) (252a>
)t = B L - P 0 252

We say that a spacetime tensorfield £ is ¥;—tangent (respectively ¢, —tangent) if II¢ = ¢
(respectively if V& = ).

Definition 2.10 (¢, projection notation). If £ is a spacetime tensor, then we define

¢ = JIe. (2.5.3)



Stable Shock Formation
36

0

2) spacetime tensor and V is a spacetime vectorfield, then we

If £ is a symmetric type (
define

gy =My, (2.5.4)

where &y is the spacetime one-form with rectangular components &,,V®, (v =0,1,2).
We often refer to the following arrays of ¢, ,—tangent tensorfields in our analysis.

Definition 2.11 (Components of G and G’ relative to the non-rescaled frame). We

define

G(F'r’ame) = {GLL7 GLX7 @L ) GX ) @}
to be the array of components of the tensorfield (2.2.5) relative the non-rescaled frame
(2.4.4b). Similarly, we define G/, to be the analogous array for the tensorfield (2.2.6).

Definition 2.12 (Lie derivatives). If V* is a spacetime vectorfield and &£1#m is a type
(’:) spacetime tensorfield, then relative to the arbitrary coordinates the Lie derivative of £
with respect to V' is the type (’:) spacetime tensorfield L& with the following components:

Vi-Un Vi-Un ViUn Vi Vp—1QVpy 1 Vn

m n
/;Vé')ufl”'/»lm, — Vaaa H1Mm E é’,ufl"',ulafla,ula+l"',umaavﬂa + § é’ﬂl"'#m al/bva‘
a=1 b=1

(2.5.5)

In addition, when V' and W are both vectorfields, we often use the standard Lie bracket
notation [V, W] := Ly W.

It is a standard fact that Lie differentiation obeys the Leibniz rule as well as the Jacobi-
type identity

LyLw& — LwLyvE = Lywé = Le,wé. (2.5.6)

Moreover, it is a standard fact based on the torsion-free property of & that RHS is
invariant upon replacing all coordinate partial derivatives 0 with covariant derivatives Z.

In our analysis, we will apply the Leibniz rule for Lie derivatives to contractions of tensor
products of ¢;,—tensorfields. Due in part to the special properties (such as ) of the
vectorfields that we use to differentiate, the non-¢;, components of the differentiated factor
in the products typically cancel. This motivates the following definition.

Definition 2.13 ({;, and ¥;—projected Lie derivatives). Given a tensorfield { and a
vectorfield V', we define the ¥, —projected Lie derivative L,{ of £ and the ¢; ,,—projected Lie
derivative £,,¢ of £ as follows:

Ly& =1ULyE, £y€ = NLyE. (2.5.7)

Definition 2.14 (Geometric torus differential). If f is a scalar function on ¢;,, then
df = Yf =WNZf, where Zf is the gradient one-form associated to f.

The above definition avoids potentially confusing notation such as WL' by replacing it with
dL"; the latter notation clarifies that L' is to be viewed as a scalar rectangular component
function.

491t is well-known that RHS (2.5.5) is coordinate invariant.
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Lemma 2.2 (Sometimes /;, projection is redundant). Let  be a type (2) spacetime
tensorfield. Then L& = Ly(1E) and £, =L, ¢.

Proof. To prove L& = Ly (I1§), we will show that IT,*LyII,” = 0. Once we have shown this,
we combine this identity with the Leibniz rule to deduce the following identity, where the
first term on the RHS is exact and the second one schematic: £y (1) = LyE+ - LNIT-&.
A careful analysis of the schematic term shows that it always contains a factor of the form
ﬂuaé ~IL), which vanishes. We have proved the desired result.

We now show that II *LyI1,” = 0. Actually, we prove a stronger result: LyIL" = 0.
Since Ly6,* = 0 and since LyN* = 0, we see from that it suffices to prove that
LyN, = 0. The LHS of the previous identity is equal to the one-form (Lxg,,)N®. To show
that it vanishes, we separately show that its NV and X;—tangent components vanish. For the
former, we use the identity g(/N, N) = —1 and the Leibniz rule for Lie derivatives to deduce
the desired result (Lygpa) N*N” = 0. It remains only for us to show that (Lyg)(V, N) = 0 for
¥ —tangent vectorfields V. Using that V¢t = 0, we compute that (Ly V)t = N(Vt)—V(Nt) =
V(1) = 0. It follows that LyV is also ¥;—tangent and hence g(LyV,N) = 0. By the
Leibniz rule for Lie derivatives, we conclude that 0 = N(g(V, N)) = (Lyg)(V, N) as desired.

The proof that £,§ = £, ¢ is similar and reduces to showing that JI,*L JI* = 0. From
([2.5.1b), we see that it further reduces to showing that YI,*L, {X,L* 4+ L,(L* + X*)} = 0.
Since JI annihilates L and X, we need only to confirm that JI,*L (X, + L,) = 0, which is
equivalent to JI,*L; N, = 0. Since O spans the tangent space of ¢;,, it suffices to show that
0. LN, = 0. This latter identity follows easily from differentiating the identity ©*N, = 0
with £, and using the identity £,0 = 0 (since L = & and © = ). O

2.6. First and second fundamental forms and covariant differential operators.

Definition 2.15 (First fundamental forms). We define the first fundamental form g of
¥, and the first fundamental form ¢ of 4, , as follows:

g := g, ¢ =Tg. (2.6.1)

We define the corresponding inverse first fundamental forms by raising the indices with
~1
g

(gfl)lw — (g71>,ua(gfl)l/6gaﬂj (gfl);w = (gil)”a(gfl)yﬁﬁaﬂ. (262)

Note that g is the Riemannian metric on X; induced by g and that ¢ is the Riemannian

metric on ¢, induced by g. Moreover, a straightforward calculation shows that ( g_l)“a 9., =
HVM and (g—l),uagay = MZ/M'
Remark 2.5. Because the ¢, , are one-dimensional manifolds, it follows that symmetric type
(g) l,,—tangent tensorfields £ satisfy & = (try€)g, where trz¢ := ¢~' - & This simple fact
simplifies some of our formulas compared to the case of higher space dimensions. In the
remainder of the article, we often use this fact without explicitly mentioning it. Moreover,
as we described in Remark this fact is the reason that we do not need to derive elliptic
estimates in two space dimensions.

Definition 2.16 (Differential operators associated to the metrics). We use the fol-
lowing notation for various differential operators associated to the spacetime metric g, the
Minkowski metric m, and the Riemannian metric ¢ induced on the ¢ ,,.
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e 2 denotes the Levi-Civita connection of the spacetime metric g.

e ¥ denotes the Levi-Civita connection of ¢.

o If £ is an {;,—tangent one-form, then dif¢ is the scalar-valued function dif¢ :=
¢ VE

e Similarly, if V' is an ¢, ,—tangent vectorfield, then dixV := ¢~ - ¥V, where Vj, is the
one-form g—dual to V.

o If £ is a symmetric type (g) l; ,—tangent tensorfield, then dix¢ is the ¢, ,—tangent
one-form dix€ := ¢~ - W&, where the two contraction indices in ¥¢ correspond to the
operator Y and the first index of &.

Definition 2.17 (Covariant wave operators and Laplacians). We use the following
standard notation.
o [, = (g~ 1)es 926 denotes the covariant wave operator corresponding to the space-
time metric g.
o Ai=ygt. WZ denotes the covariant Laplacian corresponding to ¢.

Definition 2.18 (Second fundamental forms). We define the second fundamental form
k of 3, which is a symmetric type (g) Y;—tangent tensorfield, by
1
k= 5Lyg (2.6.3)

We define the null second fundamental form x of ¢;,, which is a symmetric type (g)
¢, ,—tangent tensorfield, by

1
X = §¢Lg (2.6.4)
From Lemma [2.2] we see that the following alternate expressions hold:
1 1
k=35Lng:  X= 549 (2.6.5)

We now provide some identities that we use later.

Lemma 2.3 (Alternate expressions for the second fundamental forms). We have
the following identities:

Xee = 9(ZeL, 0), (2.6.6a)
kve = 9(ZoL, X). (2.6.6b)

Proof. We prove only since the proof of is similar. Using (2.6.5)), we compute
that 2kyvo = (Lyg)xe = (Lng)xe = 9(ZxN,0O) + g(PoN, X). Since g(X,X) = 1 and
N = L+ X, we see that g(ZoN, X) = g(ZoL, X). Thus, to complete the proof, we need
only to show that g(ZxN,0) = g(Ze L, X). To proceed, we note that since g(N, X) = 0 and
g(X,X) =1, wehave g(ZoN,X) = —g(ZoX,N) = —g(ZoX, L). Then since g(X, L) = —1,
we conclude that —g(ZeX, L) = g(ZPoL, X) as desired. O

2.7. Expressions for the metrics. In this section, we decompose g relative to the non-
rescaled frame and relative to the geometric coordinates. We then provide expressions for
various volume forms relative to the geometric coordinates and for the change of variables
map from geometric to rectangular coordinates.
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1

Lemma 2.4 (Expressions for ¢ and ¢g~' in terms of the non-rescaled frame). We

have the following identities:
G = —L, Ly, — (L, X, + X, L) + g0, (2.7.1a)
(g™ = —LMLY — (LM XY + X*LY) + (g~ H)™. (2.7.1b)

Proof. Tt suffices to prove since then follows from raising the indices of
([2.7.10) with g~ 1.

To verify the formula , we contract each side against the rectangular coordinates
of pairs of elements of the frame {L, X, ©} and check that both sides agree. This of course
requires that we know the inner products of all pairs of elements of the frame, some of
which follow from the basic properties of the frame vectorfields, and some of which were
established in Lemma [2.1, As an example, we note that contracting the LHS against L+©”
yields ¢g(L,©) = 0, while contracting the RHS yields —¢g(L, L)g(L,0) — g(L, L)g(X,0) —
9(X,L)g(L,©) + ¢(L,©) =04+ 0+0+0 = 0 as desired. As a second example, we note
that contracting the LHS against L*X" yields ¢g(L, X) = —1, while contracting the RHS
yields —g(L, L)g(L, X) — g(L, L)g(X, X) — (X, L)g(L, X) + ¢(L,X) =0+0—-1+0=—1
as desired. O

The following scalar function captures the ¢, , part of g.

Definition 2.19 (The metric component v). We define the scalar function v > 0 by

v = g(0,0) = ¢(6,0). (2.7.2)
It follows that relative to the geometric coordinates, we have
Jt=vo®o. (2.7.3)

We now express g relative to the geometric coordinates.

Lemma 2.5 (Expressions for ¢ and ¢! in terms of the geometric coordinate
frame). Relative to the geometric coordinate (t,u,v), we have
g = —2udt ® du + Wdu @ du + v*(dV + Edu) @ (dV) + Edu), (2.7.4)
o 0 g 0 4,0 0

0 0
-1 _ 7 A S I T & S 1 —2
g = a1 ® a1 o8 a1 ® 0 v u ® BN v E'@t ®O—n E’@®_8t +v @(;@7@5)

The scalar functions & and v from above are defined respectively in (2.4.8)) and (2.7.2]).

Proof. We recall that by Lemma and ([2.7.3), we have L = %, and pX = X = a% — &0,
and ¢! = v 22 ® 2. Moreover, by (2.7.1b]), we have g ' = ~LQL—-L®X - X ®L+4¢~".
Combining these identities, we easily conclude (2.7.5). (2.7.4) then follows from (2.7.5)) as a

simple linear algebra exercise (just compute the inverse of the 3 x 3 matrix corresponding

to (2.7.5))). OJ
We now provide expressions for the geometric volume form factors of g and g.

Corollary 2.6 (The geometric volume form factors of g and g). The following identity
1s verified by the spacetime metric g:

detg| = p?v?, (2.7.6)
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where the determinant on the LHS is taken relative to the geometric coordinates (t,u,v).
Furthermore, the following identity is verified by the first fundamental form g of »lo.

detg|vy = wio?, (2.7.7)

where the determinant on the LHS is taken relative to the geometric coordinates (u, ) induced
on 2.

Proof. Equation ([2.7.6)) follows easily from computing the determinant of ([2.7.4)).

Next, we note that (2.7.4) implies that g = p?du® + v*(d + Edu)(dV + Edu). A simple
calculation then yields (2.7.7)). O
Definition 2.20. We define T : [0,7) x [0, Up) x T — M, Y(¢t,u,9) = (¢,2', 2%) to be the
change of variables map from geometric to rectangular coordinates.

Lemma 2.7 (Basic properties of the change of variables map). We have the following
expression for the Jacobian of T :

1 0 0
0 .1 .2 .
oY _owhaal) [ ogii=ogn | (2.7.8)

Moreover, the Jacobian determinant of Y can be expressed as
(20, 2t z?)
O(t,u, )
where v is the metric component from Def.|2.19 and (detgij)*l/2 1s a smooth function of W in
a neighborhood of 0 with (detgij)_1/2(\ll =0)=1. In (2.7.9), g is viewed as the Riemannian
metric on X0 defined by and detgij 15 the determinant of the corresponding 2 x 2

matriz of components of g relative to the rectangular spatial coordinates.

det = p(detgij)_l/%, (2.7.9)

Proof. Since & = L, first column of the matrix on RHS is by definition (L2°, Lat, La?)T =
(1,L', L?)7, where T denotes the transpose operator and we have used . The second
column is (%xo, %xl, %xQ)T, and to obtain the form stated on RHS (2.7.8)), we use (2.4.8).
The third column is (©2°, ©x!, ©22)T, and to obtain the stated form, we use the fact that
Oz = Ot = 0 (since O is X;—tangent).

To obtain ([2.7.9), we first observe that the determinant of the RHS is equal to the
determinant of the 2 x 2 lower right block. Moreover, since = and © are parallel, we
can assume that = = 0. Also recalling that X = uX, we see that the determinant
Xl @1
X% e
matrix M := ( ZE)@(: ))8 Zgg: 8; > = < (1] 32 ) On the one hand, we clearly have
detM = v?®. On the other hand, we have the matrix identity M = N - g- NT (where g is
viewed as a 2 X 2 matrix expressed relative to the spatial rectangular coordinates), which
implies that detM = detg(detN)?. Combining these identities, we conclude (2.7.9). Fi-

nally, we note that since 9 = 0;; + f(¥)¥ with f a tensor depending smoothly on ¥, we

of interest is equal to pdetN, where N := Next we consider the 2 x 2
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easily conclude that (detgij) is a smooth function of ¥ in a neighborhood of 0 with

(detgij)_l/Q(\If =0)=1. O

2.8. Commutation vectorfields. To obtain higher-order estimates for ¥ and the eikonal
function quantities along ¢;,,, we commute various evolution equations with an ¢, ,—tangent
vectorfield. A natural candidate commutator is the geometric coordinate partial derivative
vectorfield ©, which solves the transport equation £; © = 0. In rectangular components, the
transport equation reads LO' = © - dL* and thus ©° is one degree less differentiable than L
in directions transversal to L. It turns out that this loss introduces technical complications
into the analysis. Though it may be possible to overcome the complications, we choose to
instead commute with a more convenient ¢;,—tangent vectorfield Y, which we obtain by
projecting a rectangular coordinate vectorfield Y g4 onto the £;,,. Lemma below shows
that the rectangular components Y* have the same degree of differentiability as ¥ and L'.
Another advantage of using the commutator Y is that its deformation tensor structure allows
us to derive our high-order energy estimates without commuting the wave equation with the
transversal vectorfield X at high orders (see Def. and Prop. . We note here that
at first glance, the top-order derivatives of the deformation tensor of Y that appear in the
top-order wave equation energy estimates seem to lose derivatives relative to W. However, we
are able to overcome this difficulty by working with modified quantities, which we construct
in Sect. [6

Definition 2.21 (The vectorfields Y|z, and Y). We define the rectangular components
of ¥;—tangent vectorfields Y{r,;) and Y as follows (1=1,2):

Vietan = 0 (281)
Y'i= y[alyr(cll:'lat) = MQZ’ (282)
where JI is the ¢;, projection tensorfield defined in ([2.5.1bj).

To prove our main theorem, we commute the equations with the elements of the following
set of vectorfields.

Definition 2.22 (Commutation vectorfields). We define the commutation set 2 as
follows:

7 ={L X, Y}, (2.8.3)
where L, X , and Y are respectively defined by , , and .
We define the P,—tangent commutation set &2 as follows:
P ={L,Y}. (2.8.4)
The rectangular spatial components of L, X, and Y deviate from their flat values by a

small amount captured in the following definition.

Definition 2.23 (Perturbed part of the various vectorfields). For i = 1,2, we define
the following scalar functions:

LéSmall) =L — 511.7 X(iSmall) =X+ 5;: Y(Zsmau) =Y - 53' (2.8.5)
The vectorfields L, X, and Y in (2.8.5)) are defined in Defs. 2.3} 2.6 and 2.21]
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Remark 2.6. From q2.2.1D, (2:2.2), (2.4.11), and (2.8.5), we have that X(g,..y = = L{gman) —
(g7H)%, where (¢71)%(¥ = 0) = 0. We will use this simple fact later on.

In the next lemma, we characterize the discrepancy between Y{(gjqs) and Y.

Lemma 2.8 (Decomposition of Y{ma). We can decompose Yipar) into an ly,—tangent
vectorfield and a vectorfield parallel to X as follows: since Y s {;,—tangent, there exists a
scalar function p such that

Vi = Y + pX', (2.8.68)
Y(ismall) = —pX". (2.8.6b)
Moreover, we have
a a Small
p = 9(Y(Fiar), X) = gabY(ant)Xb = G2a X" = 9§1 X! - 922X(25mau)' (2.8.7)

Proof. The existence of the decomposition follows from the fact that by construction,
Y Fiary and Y differ only by a vectorfield that is parallel to X (because the ¢;,, projection ten-
sorfield JI annihilates the X component of the ¥;—tangent vectorfield Y{zq) while preserving
its ﬁt,u—tangent component).

The expression (2.8.6b]) then follows from definition (2.8.5)) and (2.8.6a]).

To obtain (]E, we contract (2.8.6a)) against X; and use (2.2.1)-(2.2.2)), the identities
Y*X,=0and X*X, =1, and definition ([2.8.5)) U

2.9. Deformation tensors and basic vectorfield commutator properties. In this sec-
tion, we start by recalling the standard definition of the deformation tensor of a vectorfield.
We then exhibit some basic properties enjoyed by the Lie derivatives of various vectorfields.

Definition 2.24 (Deformation tensor of a vectorfield V). If ' is a spacetime vectorfield,
then its deformation tensor (V)7 (relative to the spacetime metric g) is the symmetric type
0
tensor
()

(V)T(aﬁ = ,Cvga/g = 90V5 + QBVQ, (2.9.1)

where the last equality in (2.9.1)) is a well-known consequence of (2.5.5)) and the torsion-free
property of the connection Z.

Lemma 2.9 (Basic vectorfield commutator properties). The vectorfields L, X], [L,Y],
and [X,Y] are £;,— tangent, and the following identities hold:

LX) =9, [LY]=D% [X,Y] =D (2.9.2)
Furthermore, if Z € 2, then
Ld=D% k= -OFT (2.0.3)
Finally, if V' is an {;,—tangent vectorfield, then
[L,V] and [X,V] are {;, — tangent. (2.9.4)



J. Speck, G. Holzegel, J. Luk, and W. Wong 43

Proof. We first prove . We use the identities Lu = 0 and Lt = 1 to compute that
(L, V]t =LVt — VLt =L0—-V1=0and [L,V|Ju=LVu—VLu= L0—V0 = 0. Since
[L, V] annihilates ¢ and w, it must be ¢; ,—tangent as desired. A similar argument based on
the identities Xu = 1 and Xt = 0 yields that [X, V] is ¢,,—tangent.

We now prove (2.9.2)). Using the arguments from the previous paragraph, we easily deduce
that the left-hand and right-hand sides of the identities are vectorfields that annihilate the
function t and are therefore >, —tangent. Hence, it suffices to show that the inner products
of the two sides of with X are equal and that the same holds for inner products
with Y. We give the details only in the case of the last identity [X,Y] = (Y)yfﬁ_ since the

other two can be proved similarly. First, we note that the inner product of X and (Y)ﬁjf( is

trivially 0. Moreover, since we showed in the first paragraph that [X , Y] is 4, ,—tangent, we
conclude that g([)u( Y], X ) = 0 as desired. We now show that the inner products of Y and
the two sides of the last identity in are equal. Using again the torsion-free property
and the fact that g(X,Y) = 0, we compute that g([X,Y],Y) = g(2;Y,Y) — (% X,Y) =
9(24Y.Y )+ g(DvY, )2') The RHS of this identity is equal to the inner product of the RHS
of the last identity in (2.9.2) with Y as desired.

To prove (2.9.3)) for £, ¢, we apply to £,4 to the identity (2.7.1a]). The LHS of the resulting
identity is (“)#, while only the last term £,¢ survives on the RHS since the ¢; ,—projection JI
annihilates the non-differentiated factors arising from the first three tensor products on RHS
(2.7.1a). We have thus proved for £,¢. The identity for £,47" is a simple
consequence of the identity for £,¢, the identity (§~')*"g.s = VI5*, the Leibniz rule, and
the identity (¢~')**£,J1.° = 0, which we now prove. Since (¢~!)* = v=20%0", the proof
reduces to showing that (£zV1,4)©" = 0. To this end, we differentiate the identity © = J1-©
and use the Leibniz rule to deduce that £;0 = (L) - © + W1 - L;0. Using (2.9.4), we see
that £;,0 = VI - L;0, which finishes the proof.

O

Lemma 2.10 (L, X, Y commute with d). For scalar functions f and V € {L, X, Y}, we
have

Lodf =4V /. (2.9.5)

Proof. We prove the identity only when V' = X since the remaining identities can be proved
similarly. To proceed, we contract (2.9.5) against Y and use the Leibniz rule on the LHS to

find that the identity is equivalent to XY f — (£ YY) df = Y X f. The previous identity is
equivalent to [X, Y] = £;Y, which follows from (2.9.2). O

2.10. The rectangular Christoffel symbols. In many of our subsequent calculations, we
start by expressing quantities in rectangular coordinates. The most important of these are
the Christoffel symbols.

Lemma 2.11 (Christoffel symbols of ¢ in rectangular coordinates). Let

1
Fa“ﬁ = 5 {aagnﬁ + aﬂgan - angozﬁ}
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denote the lowered Christoffel symbols of g relative to rectangular coordinates and recall that
Gas(V) = L g,5(V). Then we have

1
Fom,@ = 5 {Gnﬁaaqj + Gomaﬁqj - Gaﬁaﬂg\p} . (2101)
Proof. (2.10.1]) is a simple consequence of the chain rule. ([l

2.11. Transport equations for the eikonal function quantities. We now use Lemma[2.11
to derive evolution equations for p and the rectangular components Lé Small)’ (1=1,2).

Lemma 2.12 (The transport equations verified by p and L%). The inverse foliation
density W defined in (2.3.4) verifies the following transport equation:

1 v 1

The scalar-valued rectangular component functions Lésma”), (i = 1,2), defined in (2.8.5)),
verify the following transport equation:

LE{ sy = ~5Cea (L)L — S Gra(L0)(g™)" — @ - (') (L) + G (d*0) - .
(2.11.2)

Proof. We first prove ([2.11.1). We start by writing the 0 component of the geodesic equation
.@L( GEO)L(GQO) = 0 relative to rectangular coordinates with the help of (2.10.1)): Lgeo) L?Geo) =

(g=1)0 {(1/2)GL<G60)L(GEO> 0,V — GKL(GEO)L(GeO)\If}. Using this equation, the identity (¢~')% =
—LF — X* ('see (2.7.1b)) and recall that L° = 1 and X° = 0 ), the definition u = 1/L(()G60),
and the definition L = WL (geo), we conclude (2.11.1)) from straightforward computations.

To prove (2.11.2), we use the definition L = pL(gey and (2.8.5) to write the spatial
components of the geodesic equation QL(Gw)L(Geo) = 0 relative to rectangular components
as LLmea”)‘: LL} = —.(g_l)’mFLnL + g_l(Lu)Li. Us{ing (2.7.1b) and (2.10.1)), we compute
that —(gil)mFLﬁL = (LZ—FXZ)FLLL—}—LZFLXL - (gil)mI‘LﬁL. Using 2411 and 2101 , We
express the RHS of the previous identity as —(g~ )" G LY+ L' {Gx LV — (1/2)G XV} —
&' LY+ (1/2)Grr(d'P). We then add this expression to the second product p=!(Lu)L? in

the formula for LLéSmall) from above and use (2.11.1) to substitute for Lyu. We note in

particular that the terms proportional to LG X W and LGy x L¥ completely cancel. Also

using the simple identities ¢ = 7 - (dz) and 'U = (4* V) - dz’, we conclude [2.11.2).
U

2.12. Connection coefficients of the rescaled frame. We now derive expressions for the

connection coefficients of the frame {L, X,©} in terms of ¥, u, L', L2. We also decompose

some of the connection coefficients into “regular” pieces and pieces that have a “singular”
-1

u— factor.

Lemma 2.13 (Connection coefficients of the rescaled frame {L, X, 0} and their
decomposition into u~!—singular and u~'—regular pieces). Let ( be the {;,—tangent

one-form defined by (see the identity (2.6.6b)))
Co = ko = 9(ZoL, X) = ug(ZoL, X). (2.12.1)
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Then the covariant derivatives of the rescaled frame vectorfields can be expressed as follows,

where the tensorfields x, k, and w are defined in (2.6.4)), (2.6.3)), and (2.11.1)):

I L =p'wl, (2.12.2a)
Dy L = —wL + ul# + ¢ p, (2.12.2b)
Dol = —(oL + trﬁ(@, (2.12.2C)
I X = —wlL — uc#, (2.12.2d)
@XX = nwl + {u_lXu + w} X - ud#p, (2.12.2¢)
PoX = wloL + (o X + 1 (do) X + utrgf © — ptryx®, (2.12.2f)
9210 = YL, (2.12.2¢g)
P60 = YoO + Foo L + 1 'x00 X. (2.12.2h)

Furthermore, we can decompose the frame components of the {;,—tangent tensorfields k
and ¢ into uw~t—singular and w='—reqular pieces as follows:

C _ u—lc(Trans—‘Il) + C(Ta"—‘y)’ (2.12.3&)
k _ LLfl}é(Tnms—\I/) + K,(Tﬂ«"—‘l’)’ (2123b)

where

1 .
C(Transf\ll) = _§$L X\If, (2124&)
1 o
k(Tmns—\I/) — §¢;ij (2.12.4Db)
and
1 1 1

((Tan—) . _ 5@){ LU — §GLX¢“’ - QGXXd\II> (2.12.5a)

k(Tcm—\IJ) — %GL\D _ %@L @ d¥ — %d\p Q@ — %QJX R 4 — %d\ll ® Gy . (2.12.5Db)

Proof. The identity follows easily from the geodesic equation 7y, L(Geo) = 0 and
the definition L = pwL(geo)-

To derive , we expand X = aLL+aX)?+a@@, where the a. are scalar functions..
Taking the inner product of each side with L and using g(L,X) = —u, g(L,©) = 0, and
(2-12.24)), we find that —ayp = 9(2.X,L) = —Lu — g(X, 2, L) = 0 as desired. Taking the
inner product of each side with X and using in addition that ¢(X, X) = u? and ¢(X,©) = 0,
we find that —pap = g(@L)? X ) = pnLp as desired. Finally, taking the inner product
of each side with © and using in addition that 0 = [L,0] = 2,0 — ZPgL (where the
second equality follows from the torsion-free property of 2), we find that agg(©,0) =
g(.@L)u(, 0) = —g()?, 210) = —g()u(, DoL) = —ule as desired. A similar argument yields
(2.12.2bf); we omit the full details and instead only note that argument relies in part on
the identity g(Z4L,0) = —g(%30O,L) = —g(ZoX,L) — ¢g([X,0],L) = —g(ZoX,L). The
second equality follows from the torsion-free property of &, while the last one follows from
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the fact that [X,0)] is ¢, ,—tangent, which is a simple consequence of (2.4.8). A similar
argument also yields ; we omit the details.

To derive , we expand Yol = arL + a;{)z' + ap®. Taking the inner product
of each side with L and using the identities noted above as well as g(L, L) = 0, we find
that ay = 0 as desired. Similarly, taking the inner product of each side with X , we find
that —par = g(ZeL, X ) = wle as desired. Similarly, taking the inner product of each side
with ©, we find that agg(0,0) = g(ZoL,0) = xoe, from which we easily conclude that

ag = tryx as desired.

(2.12.2¢]) is a simple consequence of the identity [L, ©] = 0 and the torsion-free property
of 9.

To prove (2.12.2h)), we expand Zo© = ayL + a)v()z' + ag©. Taking the inner product of
each side with L and using the identities noted above, we find that —ayp = ¢(Ze©, L) =
—9(ZeL,0) = —tryxg(©,0) = —xee as desired. Taking the inner product of each side

with X, and using (2.4.2), (2.4.3), and (2.12.2¢)), we find that —pay = g(.@@G),)U() — Uxee =
—9(ZeX,0) — utryxg(0,0) = —ug(Ze X, 0) — utryxg(0,0) = —ug(ZeN,0) = —pfee
as desired. Taking the inner product of each side with © and using that Y¢ = V¢ for
{; ,—tangent tensorfields &, we find that agg(©,0) = 9(Z60, ©) = g(V,0, O) as desired.

To prove ([2.12.2f)), we expand PoX = arL + a)v()u( + ag®. Taking the inner product of
each side with L and using and using the identities noted above as well as (2.12.2¢)), we find
that —aypu = g(ZoX,L) = —Ou — g(PoL, X) = —Ou — ple as desired. Taking the inner
product of each side with X, we find that —ua, = g(Ze X, X) — p2a; = —p2le as desired.
Finally, taking the inner product of each side with © and using (2.12.2h)), we find that
a69(0,0) = g(Ze X, 0) = —g(X, Z60O) = ulge — UxXee = Htrgkg(0, O) — ptryxg(O, ©) as
desired.

We now prove (2.12.3a)), (2.12.4a), and (2.12.5a)). Our proof relies on the identity

(,CNg)X@ = GX@L\I/ — GL@X‘IJ — GL)(@\I/ — GX)(@\IJ. (2.12.6)

To prove (2.12.6)), we use (2.4.3), (2.4.10)), (2.7.1a]), (2.7.1b)), the chain rule identity Ng.s =
GosNV, and the inverse matrix differentiation identity —V (¢g71)% = (¢71)% (g7 1) G \V ¥
(valid for any vectorfield V') to deduce that

(Lng)xe = GxeNV + gxaON® + gag XN (2.12.7)
= GxoLV + Gxo XV + gxa(g™ )" (97 Car®O¥ + gao(g7 )" (g7 ) Gur X ¥
=GxelV¥ + Gxe XV — G xOU — GxxOVV — Gro XV — GxeXV.

We have thus proved (2.12.6)). We now use (2.6.5)), (2.6.6b)), (2.12.1)), and (2.12.6)) to compute
that Ce = (1/2)RHS (2.12.6)), which easily yields (2.12.3a)), (2.12.4a)), and ([2.12.5al).

The identities (2.12.3b)), (2.12.4bf), and (2.12.5b)) can be proved by employing a similar
argument; we omit the details. 0

We will use the next lemma when deriving L> estimates for the transversal derivatives of
the rectangular component functions L’( Small)-
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Lemma 2.14 (Formula for X LY. We have the following identity for the scalar-valued
functions Lig, ., (i =1,2):

%

, 1 v 1 1 .
XLszall) = {—éGLLX\Ij + EHGLLL\IJ + HGLXL\IJ + EHGXXL\D} L (2128)
1 v 1 1 —1\04
+ —§GLLX\IJ—|—§HGLLL\I/+MGLxL\IJ+§HGXxL\If (g )

- {GL# XU+ %uGXXd#\If} Cdat + () - dat

Proof. Throughout this proof, V denotes the Levi-Civita connection of the background
Minkowski metric m,s = diag(—1,1,1). Since L° = 1, we can view V ¢L as a ¥,—tangent
vectorfield with rectangular spatial components X L?. Since X and © span the tangent space

of ¥, at each point, we can expand V ¢ L = ax X +ag0O, where ax and ag are scalar functions.
Taking the inner product of each side with X, we find that ax = ¢(VL, X) = g(Z3L, X)—

¢y, where I'gy ) = XX LPT o5 and Ty is given by ([2.10.1). Using (2.10.1), (2.11.1),
and , we compute that g(Z¢L, X) = w = %GLL)V(\II — %uGLLL\IJ — uGrx LV and
Uiy = suGxx LW, Hence, ax = 1Grp XW—1uGp LU —puGrx LU —uGxx LY. Similarly,
we find that ag = g(Z4L,0)—TI'4g,. Using , we compute that (24 L, 0) = ule+
dow and Tyg; = 3 {},LGX@L\IJ + GreXVU — },LGLXd@\If}. Hence, using ([2.12.3a), (2.12.4al),
and to substitute for u¢, we deduce that ag = —GLGXW — %HGXXd@‘I’ + do 1.

Combining these identities, using the identity O = dg2’, and using (2.4.11) to replace X"
with —L" — (¢~ 1%, we conclude (2.12.8).

O
2.13. Useful expressions for the null second fundamental form.
Lemma 2.15 (Expressions for x). We have the following identities:
1
X = gan(dL") @ da’ + SELY, (2.13.1a)
1
tryX = gaud " - {(AL") @ da”} + S GLY, (2.13.1b)
Llnv = tryx, (2.13.1c)

where X 1is the {,,—tangent tensorfield defined by (2.6.4) v is the metric component from
Def. 219,

Proof. To prove , we use ([2.6.6a) and (| to compute, relative to rectangular
coordinates, that Xoo = Gab( @L“ b+ F@@L = gab(@L((lsmau))@b + 1G@@L\IJ. Noting that
O2b = O - da®, we easily conclude (2.13.1a). To deduce , we simply take the
g—trace of . To prove (2.13.1c|), we use the Leibniz 1rule7 the fact that [L,©] = 0,
and the torsion-free property of & to compute that L(v?) = L[g(©,0)] = 2¢9(2:0,0) =
29(ZoL,0) = 2x00 = 2tryxg(©, ©) = 2tryxv?, from which the desired identity easily follows.

O
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2.14. Frame decomposition of the wave operator. In this section, we decompose ulyy)
relative to the rescaled frame. The factor of w is important for our decompositions.

Proposition 2.16 (Frame decomposition of ulyw)f). Let f be a scalar function. Then

relative to the rescaled frame { L, X, O}, uyw) f can be expressed in either of the following
two forms:

nOgw)f = —L(ULf +2X f) + uAf — tryx X f — utgh Lf — 2uc? - df, (2.14.1a)
= — (UL + 2X)(Lf) + nAf — tigx X f — wLf +2uc* - df + 2(4" ) - df,
(2.14.1Db)

where the {; ,—tangent tensorfields X, ¢, and f can be expressed via (2.13.1a), (2.12.3a), and
(2.12.3b).

Proof. To derive (2.14.1al), we first use (2.7.1b|) to decompose

WOy f = —wL*LP D2 f —2L°XP P25 f + (¢7') - 2°f (2.14.2)
= —L(uLf +2Xf) + (471 - 2°f
+ W DL Dof + 22X Do f + (LU)LF.

Next, we note that O(0f) = 0°2,(0°Zsf) = Diof + (26©)*Duf = Voo f + (VeO) -
df. Hence, by , we have 23of = Wzg@f — koo Lf — u’lx@@)uff. Consequently,
wg™) - 2*f = (1/9(6,0)) {Wé@f — wkoe Lf —XeeXf} = uAS — utgk Lf — trgx X f.
We now substitute this identity into RHS . We also use Lemma to substitute
for the terms w(Z2,L*)Zunf and 2(2,X*)D.f. The identity then follows from
straightforward calculations.

The proof of (2.14.1b) is similar and we omit the details.
OJ

2.15. Frame components of the deformation tensors of the commutation vector-
fields. In this section, we decompose the deformation tensors (see Def. of the com-
mutation vectorfields relative to the rescaled frame. The exact structure of a few of
the terms, including the precise numerical constants, affects the degree of degeneracy of our
top-order energy estimates.

The main result of this section is Lemma [2.18] We first provide a preliminary lemma in
which we calculate certain covariant derivatives of the ¢;,, projection tensorfield JI.
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Lemma 2.17 (Frame covariant derivatives of JI). Let JI be the type (}) (1. projection
tensorfield defined in (2.5.1b)). Then the following identities hold:

(@Ly[) X — Hflc (Trans— \I/)#_'_C(Tan \I/)# (2151&

)
(D) - © = —p~ ' Troms g ceT“”‘“L, (2.15.1b)
(2 - X Id#u, (2.15.1c)
( Xy[) @ _ rans \II)L + HC (Tan—¥) L + CgaTrans o) X + uC@Tan o) X + (d@H)X, (2151d)
(Zoll) - X =xg" — w g I T (2.15.1e)
(Do) - © = w gm0 [ 4 pon=9) [ 4 oo X. (2.15.1f)

In the above expressions, the (;,—tangent tensorfields x, (Trans=¥) k(Tm”S_\I') | ((Tan=¥)

an are define 2.6.4), (2.12.44), ([2.12.4b)), (2.12.5a)), and (2.12.5b]).
d BT are defined by [2:64), 2124a), @1245), @1254), and [212.50)

Proof. The main idea of the proof is to use the decompositions provided by Lemma [2.13]

As examples, we prove (2.15.1a)) and (2.15.1d)). The remaining identities in the Lemma
can be proved using similar arguments and we omit those details. To prove (2.15.1a), we

differentiate the identity JI- X = 0 and use the identity X = uX to deduce that (Z,J1)-X =
(g M) - X = —p - 2, X. The desired identity (2.15.1a] ([2-15.14)) now follows easily from the

prev1ous identity, (2.12.2d)), and m
To prove (2.15.1d)), we differentiate the identity I - © = © to deduce (Z4Ml) - © =
240 — - 2:0. Since 2,0 — PoX = [X,0)] is {,,—tangent (see Lemma [2.9), it follows

that (Z41) - © = PoX — M- Do X. The desired identity ([2.15.1d) now follows easily from

the previous identity, (2.12.2f]), and (2.12.3al).

O

We now provide the main lemma of Sect. [2.15]

Lemma 2.18 (The frame components of (“)). The following identities are verified by
the deformation tensors (see Def. of the elements Z of the commutation set Z defined

XL =0, (X)WXX =2Xp, (X)WLX = —Xu, (2.15.2a)
(X’)#L _ _du . QC(TTans—\II) i QHC(TCL”_\II); (X)#X _ 07 (2152b)
Xt = 2y + 2 (Trans=¥) 4 oy g (Tan—¥) (2.15.2¢)
B =0, (L)WXX = 2Ly, (L)ﬂ'L)“( = —Lu, (2.15.3a)

(L)ﬁL — 0’ (L)ﬁ)“( — du + 2&(Trans—‘ll) + 2uc(Tan—\I/)’ (2153b)

Bt = 2y, (2.15.3¢c)
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ML =0, <Y>7TXX =2Yq, Mg, ¢ = —Yu, (2.15.4a)
Oy = XY (@ VILU + oy LU+ 5(G, VI — pCrxd¥ — JoCxxd?,
(2.15.4b)
Ot =ux Y + pdu + piy X — %quxxd\I' (2.15.4c)
- luw: YL 4 (@ Y)Y+ @y - YA,
Wt = 20 + = (¢: Y) @ 4 + %wp @ (F-Y) — pLY (2.15.4d)

+ p¢r, ®¢Z\I/—|—p¢l\ll®$L + pfix @ AV + pd¥ @ Fy .

The scalar function p from above is as in Lemma while the {,,—tangent tensorfields
x, ((Trans=0) g (Trans=0) - p(Tan=0) = gnq TN gom above are as in ([2.6.4), (2.12.4al),
(2.12.4b), (2.12.5a)), and (2.12.5al).

Proof. We give a detailed proof of the identities (2.15.4a))-(2.15.4d)), some of which involve
the observation of important cancellations. The proofs of the remaining identities do not
involve such cancellations. Hence, they are easier to prove and we omit those details.

First, we deduce Mrpp, = 29(2.Y,L) = —29(Z.L,Y), where to obtain the second
equality, we differentiated the identity g(L,Y) = 0. Using , we conclude that
g(Z.L,Y) =0 as desired.

Next, we use similar reasoning to obtain My = 2u~1g(2,Y, X) = —2u~'g(2xX,Y)
Using (2.12.2€), we conclude that the previous expression is equal to 2g(¢l# w,Y) =2Yu as
desired.

Next, we use similar reasoning to obtain Mr, ¢ = g(2.Y, X)+9(2;Y,L) = —g(2,X,Y)—
9(2+L,Y). Using and (2.12.2d)), we conclude that the previous expression is equal
to —g(d#u, Y) = =Y as desired.

Next, we use similar reasoning to obtain g(M#7,0) = g(2,Y, @)+g(9@Y L) =g(2.Y,0)—
9(ZPoL,Y). By , we have —g(ZoL,Y) = —Xyo. From definition , we derive

9(2.Y,0) = g(ZLN) - Y(Fiary, ©) + 9(ZLY (Fiar), ©)- (2.15.5)
Using ([2.8.64)), (2.15.1a]), and , we compute that
9((ZLW) - Yiprary, ©) = n ol ™™™ 4 pgg 7. (2.15.6)
Next, using that LY (Flat) = =0 and , we compute that
9(PLY (Fiat), ©) = T'revp,y = l'rey + plrex (2.15.7)

1 1 1
= S Ge YV + 5oy LV — SG1xOV

1 o1 1
- §u—1p¢:Le XU+ 5pfhe LY — 5pGrxOT.
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Combining the above calculations, noting that the term p~ pCeTm"s ¥) exactly cancels the

dangerous term $p'p@ o XU on RHS (2.15.7) (see (2.12.4a))), using (2.12.54)), and noting
that ¢, o YV = (¢, - Y)OW, we conclude ({2.15.4bj).
Next, we use similar reasoning to obtain g(*") 7f# ©) =9(Z24Y,0)+9(ZeY, X) = g(Z:+Y,0)—

(9@X Y). By (2-12.2), we have — (9@X Y) = —ufyo + Hxoy. From definition ([2.8.2)),

we derive

9(2:Y,0) = g(ZxN) - Yiriar), ©) + 9(Z% Y Fiar), ©)- (2.15.8)
Using ([2.8.64)), (2.15.1¢)), and m we compute that
9((Zx 1) - Yiriar, ©) = pOw. (2.15.9)
Next, using that )V(Y(%lat) = 0 and , we compute that
9( DY (Fiar), ©) = L %6V = Lxey TPl xox (2.15.10)

1 1 v 1
= 5“@){9 Yo+ §$Y® XU~ §H($X Y)ou

. 1
+ plixo XV — §HPGXX9‘I’-

Combining the above calculations, using (2.12.3b)), (2.12.4bf), and (2.12.5b)) to substitute for
—ufy o, and noting that ¢y g YV = (¢, - Y)OW, we conclude (2.15.4¢)).
Next, we note that Vifgg = 29(ZeY, ©). From definition (2.8.2), we derive

9(ZeY.0) = g((Zell) - YiFiar), ©) + 9(ZoY Fiar), ©). (2.15.11)
Using (2.8.64)), (2.15.1¢]), and (2.15.1f]), we compute that
9((ZeN) - Yipiar), ©) = pXee — 1 'pkos (Trans—¥) _ Pkoo (Tan—D)# (2.15.12)
Next, using that OY} (Flar) = 0 and , we compute that
9(PeY (Fiat); ©) = T'06Y 0y = l'eoy + ploox (2.15.13)

1 1 _ .
= 50y O + 51 pfoe X V.

Combining the above calculations, noting that the term —p~'pfgq (Trans=¥) ,n RHS (2.15.12)

exactly cancels the dangerous term %pfpo;@@ XU on RHS (2.15.13)) (see (2.12.4b))), and us-

ing ([2.12.5b)), we conclude (2.15.4d)).
O

2.16. Arrays of fundamental unknowns. Our goal in this section is to show that many
scalar functions and tensorfields that we have introduced depend on just a handful of more
fundamental functions and tensorfields. This reduction highlights the structures that are
relevant for deriving estimates, with the exception of the delicate top-order estimates that
are based on modified quantities (which we define in Sect. [6]). The main result is Lemma[2.19]
We start by introducing some convenient shorthand notation that we use throughout the
rest of the article.
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Definition 2.25 (Shorthand notation for the unknowns). We define the following
arrays y and y of scalar functions:

Y = (‘I’ L%Small) L(Small)) (2.16.1a)

Y ‘= (\117 H—= 1 L(Small) L(Small)) : (2161b)
Remark 2.7 (Schematic functional dependence). In the remainder of the article, we
use the notation f(£n),&2), - ,&{m)) to schematically depict an expression (often tenso-
rial and involving contractions) that depends smoothly on the ¢;,—tangent tensorfields
£y &), - »&m)- Note that in general, f(0) # 0.

Lemma 2.19 (Schematic structure of various tensorfields). We have the following
schematic relations for scalar functions:

9o (97 (g™ Jas, (471, Gap, Gl W5™ L7, X0 Y = £(y), (2.16.2a)
G, Grx,Gxx, Gy, Gy, Gy x = {(y), (2.16.2Db)
gisgm“”) Y(smam X (Small o =1(v)y. (2.16.2c)
= f(y). (2.16.2d)
Moreover, we have the following schematic relations for ém—tangent tensorfields:
4. G G &, Gia%’p@’: f(y, da', da?), (2.16.3a)
= f(y, 97" dz', dz?), (2.16.3b)
(om0 T — f(y, da', da®) PV, (2.16.3¢)
c(Tmns—\I/)Jé(Tmns ) — (v, da', do 2) U, (2.16.3d)
= f(y, dz', d=*) Py, (2.16.3¢)
trgx: f(y, ¢, da', da®) Py (2.16.3f)

Remark 2.8 (Clarification regarding the dependence of f on ¢~'). On the RHS of
and , we view ¢! as a type (g) ¢, ,—tangent tensorfield. In contrast, on
LHS (2.16.24), we are viewing the rectangular components (¢=)*? to be scalar functions.
Therefore, it is not redundant to include the dependence of f on ¢~! in the relations

and (2.16.31).

Proof. The relations in (2.16.2a])-(2.16.2d)) all follow easily from the definitions of the quan-
tities involved, so we prove only one representative relation. Specifically, to obtain the

schematic form of Y, .,y in (2.16.2d), we use [2.8.5), (2.8.6b), (2.8.7), Remark[2.6} and the
fact that Y(%ma”) = 0.

The relations in (2.16.3a))-(2.16.3f) are also easy to derive from the definitions of the
quantities involved and some simple observations. We give proofs of a few representative
examples. To obtain (2.16.3b), we let Y, be the ¢ dual of Y so that Y = 47! - Y,. It is
easy to see that we have the following identity for ¢;,—tangent one-forms: Y, = Y dz%; it
can be checked by contracting both sides against elements of {L, X, 0}. We now note that
Y, = guY". Thus, by (2.16.24), we have Y, = f(y). Combining the above observations,
we find that Y, = f(y,dz’, dx?), from which the desired relation easily follows.
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To obtain ([2.16.3¢])-(2.16.3f), we apply similar reasoning based on the identities (2.13.1al)-

(2.13.1D)). U

3. ENERGY IDENTITIES AND BASIC INGREDIENTS IN THE L? ANALYSIS

In this section, we establish the integral identities that we use in our L? analysis.

3.1. Fundamental Energy Identity. To derive energy estimates, we rely on the energy-
momentum tensor (), which is the symmetric type (g) tensor

1
Qu = QY] :=2,Y9,V — §gw(g*1)aﬂ.@a\1@5\y. (3.1.1)

In the next lemma, we exhibit the basic divergence property of (); we omit the proof,
which is a simple calculation.

Lemma 3.1 (Basic divergence property of Q). For solutions to 0,V = §, we have
L2, Q% =F9"V. (3.1.2)

O
In the next lemma, we provide the components of () relative to the rescaled frame.

Lemma 3.2 (The frame components of )). The components of the energy-momentum
tensor ) relative to the rescaled frame can be expressed as follows:

Quil¥] = (LU, Quel¥] = —u(LW) + Suldvf. (3.1.30)
QW] = 2 (LWY + (KUY 4+ p(L0) X0 — 2o, (3.1.30)
@,V = (LU)AY, @y [V] = (XW)dv, (3.1.30)
QIY] = (LU + ™ (L0)(X0)g + 5w (3.1.3d)

Proof. The lemma is a simple consequence of the formula (3.1.1)) and the frame decomposi-
tions of g and ¢! provided by (2.7.1a)) and (2.7.1h)). O

We derive our energy estimates with the help of the following multiplier vectorfield.

Definition 3.1 (The timelike multiplier vectorfield 7). We define (see Footnote [24] on
pg. [L7| regarding the notation)

T:=(1+2u)L + 2X. (3.1.4)

A simple calculation yields that g(7,7) = —4u(1 + w). Thus, T is g—timelike whenever
i > 0. This property is important because it leads to coercive energy identities.

In the next lemma, we provide the frame components of 7. These are important for our
energy estimates because (7)1 appears in our fundamental energy-flux identity (see Prop. .
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Lemma 3.3 (The frame components of (")1). The components of the deformation tensor

D7 (see Def. of the multiplier vectorfield (3.1.4]) can be expressed as follows relative

to the rescaled frame:

D =0, (3.1.5a)
Dy = — {Lu +AuLy + 2)@} , (3.1.5b)
Mree =21 +2u) Ly, (3.1.5¢)
(T)#L _ _Qdu —4 {C(Trans—\lf) + Hc(Tan—\I’)} ’ (315d)
(T)#X — du+ 2(1 + 2”) {C(Transf\ll) i uc(TaTLf\I/)} 7 (3156)
(T)# _ 2X + 4 {}é(Transf\Il) + u}é (Tanf‘ll)} ‘ (315f)

The {y,, tensorfields x, ¢(Trans=¥) joLrans=0) - r(Tan=9) = qng kT from above are as in

@64), @.12.4a), [@.12.40), [-12.58), and [@.12.5a).

Proof. The proof is similar to that of Lemma but is much simpler because cancellations
do not play a role; we therefore omit the details. 0

We define our geometric integrals in terms of length, area, and volume forms that remain
non-degenerate throughout the evolution, all the way up to the shock.

Definition 3.2 (Non-degenerate forms and related integrals). We define the length
form d\; on £, the area form dw on ¥, the area form dz on P}, and the volume form dw
on M;, as follows (relative to the geometric coordinates):

dAy = v(t, u, V) dd, dw = dAg(t, ', 9)du’, (3.1.6)
dw = dAg(t',u',0")dt’, dw = dAg(t', v, 0")du'dt’,

where v is the scalar function from Def. 2.101
If f is a scalar function, then we define

fdhg = ft,u,9)v(t, u,9)do, (3.1.7a)
liu JeT
fdw = / ft, o, 9)v(t, o', 9)dddu, (3.1.7b)
Sy u'=0 JYeT
¢
fdw@ = / ft u,9) ot u,9)didt’, (3.1.7¢)
Pt t'=0 JYeT
t u
fdw = / / f ' 9) ot o 9)dddu'dt’. (3.1.7d)
M =0 Juw=0 Joer

Remark 3.1. The canonical forms associated to g and g are respectively pdw and pde.

We now define energies and null fluxes, which serve as building blocks for the quantities
that we use in our L? analysis of solutions.
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Definition 3.3 (Energy and null flux). In terms of the non-degenerate forms of Def.|3.1.6|
we define the energy functional E[-] and null flux functional F[-] as follows:

E[W](t, u) :—/ uQnr[¥] dwm, Fl¥|(t,u) = | Qrr|¥]dm, (3.1.8)
22t P
where N and T are the vectorfields defined in (2.4.3) and (3.1.4)).

In the next lemma, we reveal the coercive nature of E[¥] and F[V].

Lemma 3.4 (Coercivity of the energy and null flux). The energy and null fluz from
Def. enjoy the following coerciveness properties:

E[0](t,u) = / %(1 + 20 (L) 4 2u(LO) XU 4 2(XT)? + %(1 +2u)u|dV)? de,

(3.1.9a)

F0 (1, u) = /P (14 W) (LW)? + pldv)? d. (3.1.9b)
Proof. The lemma follows from the identities

HQNT = %(1 + wpr(LW)? + %(um +2X0)? 4+ %(1 + 2u)u|d ¥ |?, (3.1.10)

Qur = (1+ WLV + Wd v, (3.1.11)

which are a simple consequence of Lemma and the identities and . O]

In the next proposition, we provide the fundamental energy-flux identities that hold for
solutions to the inhomogeneous wave equation pully,g)¥ = §. The term § represents the
error terms that arise upon commuting the homogeneous equation after it has been
multiplied by the factor p (see Remark below for an explanation of why we include the
factor u). See Figure [2[ on pg. for a picture of the spacetime region M,, on which we
apply the divergence theorem and the relevant boundary surfaces 3%, X%, Pt and Pr.

Remark 3.2. In Figure [2] the (unlabeled) front and back boundaries should be identified;
they represent the same “periodic timelike surface” {¢ = const} and thus they do not make
a contribution to the energy identity of Prop. [3.5

Proposition 3.5 (Fundamental energy-flux identity). For solutions ¥ to
wy) ¥ =§

that vanish along the outer null hyperplane Py, we have the following identity involving the
energy and fluz from Def.[3.5:

E[U](t,uw) + F[V](t, u) (3.1.12)
= E[¥](0,u) — / {(1 +2u)(LV) + 2)?\1/} Fdw — % / nQP W) M ys deo.

Mt,u Mt,u

Furthermore, with fy = max{f,0} and f_ := max{—f,0}, we have

5
PP = — QU s = — P S o) (31.13)
=1
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where

1 % 1 rans— an—
D) [9] = (LT)? {—§Lu+ Xy — Sutrgx — trgfe T g “’>} . (3.1.14a)

(9B o [¥] = —(LW)(X W) {trgx + 2w T L oyt <T“"—‘I’>} : (3.1.14b)
1 L X ]' rans— an—
DI ) [T] = p|dw]? {5[ f* + T“ + 2Ly — StgX — g T g b q’>} ,
(3.1.14c)
DOP 4 [W] = (LO) (W) - {(1 = 2p)dp + 2¢T ) 4 2ug T} (3.1.14d)
(T)f’pw) [\I;] = _2(){'\11)<d#\11) . {du + Qc(Trcmsf\Il) + 2uC(Tan7\II)} . (31146)

The tensorfields x, ((Trans=¥)  p@rans=0) = ¢(Tan-w) = qpq g TN fom above are as in

@-64), 2.12.4a), [-12.40), [.12.58), and ([@.12.5a).

Proof. We define the vectorfield J* := Q*?[W]|T}j, where T is defined in (3.1.4). We decom-
pose J = Jt% + J“a—au + J90O, where Jt, J*, J© are scalar functions and we recall that
0= %. We claim that

JU = —u'Qrr[V], (3.1.15)
Jt = HJU — JX = _QLT[\IJ] — QLX[‘IJ] = —QNT[‘IJ], (3116)

where N is the vectorfield defined in (2.4.3)). To derive (3.1.15]), we take the inner product
of the decomposition equation with L and use (2.4.8)) to find that g(J, L) = Jug(L, Z) =

» du
JUg(L, 2 — £0) = J'g(L,X) = —uJ". Since g(J,L) = Qrr[¥], we have obtained the
desired identity (13.1.15]). The proof of (3.1.16|) is similar and we omit it. Next, we note the

identity

t u a a a
p@aJadw:/ / / — (poJ?) + — (noJ*) + = (nJ®) dt’ du’ dv.
/Mt,u t'=0 Ju'=0 JIeT ot ( ) ou ( ) ov ( )
(3.1.17)

follows from the standard identity for the divergence of a vectorfield expressed
relative to a coordinate frame (in this case the geometric coordinates) and the formula
(2.7.6), which implies that |detg|'/? = uv (where the determinant is taken relative to the
geometric coordinates). Using Fubini’s theorem, carrying out some integrations in ,
and noting that the integral of a% ( pvJ e) over T vanishes, we deduce

RS @I - [ [ () ayadao— [ [ r) oo adas
uw'=0 JIET u'=0 JYeT
(3.1.18)

t t
+ / / (Lo ™) (¢, u, 9) di d9 — / / (L") (£,0,9) dt’ dv.
t'=0 JYeT t'=0 JYeT

Inserting (3.1.15) and (3.1.16)) into (3.1.18)), we obtain all terms in (3.1.12]) except for the
two M, ,, integrals on the RHS. The proof of (3.1.12)) will be complete once we show that the
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integrands under the M, integrals sum to u%,(Q*?[¥]Ts). This fact follows from
and the symmetry of @, which imply that u%,(Q*?[¥]Ts) = 1pQ** M5 + W(TV)F.

It remains for us to derive (3.1.13)). We first write Q**[¥] D75 = (¢71)*?(¢71) Qs [¥] Prpy.
We then decompose the two g~' factors relative to the frame {L, X,0} with the formula

(2.7.1b). Also using Lemmas [3.2 and [3.3] we conclude (3.1.13) from straightforward calcu-

lations.

O

To close our top-order energy estimates, we must perform some additional integrations
by parts, going beyond those of Prop. [3.5] We provide the required identities in the next
lemma.

Lemma 3.6 (Identities connected to integration by parts). The following identities
hold for scalar functions f:

)

—/ fdhg = / Lf + trgx f dAy, (3.1.19a)
ot liu liu

0 ¢y L (0
— [ fdhg= [ X[+t Vtf dAy, (3.1.19D)
ou liu liu 2

a fd=m = / Lf + tryxf dw. (3.1.19¢)

Moreover, we have the following integration by parts identities:

N
| wnnay==[ nvpa- [ Y pna, (3.1.20)
t,u tu liu
M M M

+ Jifadm — Jif2dm.
sy sy
Finally, the following integration by parts identity holds for scalar functions n:

/ (14 2u)(X0) (LY )Y dw (3.1.22)
Mt,u
:/ (14 2u)(X0)(Y 2V ) In dw

Mt u

—/u(1+2u)(XW)(Y<@NW)ndw+/ (14 2w)(X0)(Y 2N 0)n dw

u
t E0

+ / Error, [NV n] dw + / Errory[ 22NV dw — / Errory[ 2N V:n] dw,
Mt,u E’tu‘

X5
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where
Error;[ 2V W;n] = 2(Lu)(X0)(Y 2V + (1 + 20)(LXT) (Y 2V ) (3.1.23a)
+ (14 20)(XO) (VAT - 4PN O + (1 4 20) (X V) trgx (Y 2N )
+2(Y)(X0) (2N 0) In + (14 20) (Y X ) (2V¥) [
+ (14 20) (X W)t V(2N W) I
+ LY W) (X W) (2N + (14 2u) (LY X ) (2N o)
+ (14 20) (X W) (Y ) (2N W) + 2(Y W) (X 0)trgx (2™ W)
+ (14 20) (Y X 0)trgx (2N 0)n + (14 20) (X ) (dig g7 ) (2 U)n
+ 2(Lu)(5<‘11)tr¢ PN UM + (14 20) (LX)t V(2N W)y
+ 1+ 2m)(LX V)t PNUM + (14 20) (X0 trgxtr, (2N O,
Errory[ 2V 0;m] := —2(Y )(X0) (2N — (1 + 2u) (X 0)try V(2N ). (3.1.23b)

Proof. To prove (3.1.19b)), we first fix ¢t and construct a local coordinate U on X0 =
ue[o o] bu DY settmg Y = v on ¢, o and then propagating J by solving the transport equation
X9 = 0. Since Xu = 1, it follows that relative to the coordinates (u,9) on L°, we have

[)Z' 5=] =0 and X=2 Relatlve to (u ) coordinates on %, we have ¢! = 72 8~ ®

and d7\¢ = Ud19 where 0% = g(% 819 819 (see - - and - leferentlatmg Wlth
£y and using (2.9.3), we find thatu —(X)yf = 4&ng;1 = —2U’3XU£ ® a%‘ Contracting
against ¢, we obtain the identity X Inv = (1/2)tr;*)f. We now express the integrand on
LHS m in (u, 19) coordinates, differentiate under the integral, and use that X = -2 in

these coordinates to obtain & fét,u fdrg = fz {Xf + (XIn v)f} 0dY. Using this 1dent1ty

and the previous expression for Xln v, we conclude (13.1.19h)).

The proof of (3.1.19a) is similar and relies on the identity LInv = trzx (see (2.13.1c))); we

omit the details.

(3.1.19¢|) follows from ([3.1.19a)) and the fact that fzu <o dm = f;t:o fz e dAgdu

follows easily from integrating the identity (Y f1)fs + (YfQ)fl = Y(fifa) =
dlﬁ(f1f2Y> — flfgdlx/'y over Euu.

follows from integrating the identity with f = fi fo with respect to time
from time 0 to time t¢.

The identity follows from a series of tedious but straightforward integrations by
parts that we now describe. We first integrate by parts using in order to move the
L operator off of LN W. This procedure results in the presence of the integral — f M, u(l +

2u) (X W) (PNU)LY N dw (among others). We then commute L and Y to obtain the identity

LYn=YIn+ (Y)ﬁf - dn (see ), which we substitute into the previous integral. We
then use to move all Y derivatives off of all factors 1 in all of the error integrals.
Finally, we integrate by parts on the ¢;,, to move all ¢ derivatives off of all factors 1 in all of
the error integrals. 0
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4. THE STRUCTURE OF THE TERMS IN THE COMMUTED WAVE EQUATION

To derive energy estimates for the higher derivatives of ¥, we commute the wave equation
1y ) ¥ = 0 with vectorfields Z € 2. In this section, we reveal the precise structure of the
commutator error terms [Z, uldyg)|W. By precise structure, we mean that we decompose

all terms relative to the rescaled frame {L, X ,O} and keep track of the exact expressions
including the constant coefficients; some of these constants affect the number of derivatives
we need to close our estimates.

Remark 4.1. We have included the factor of u in front of the operator [y in the wave
equation because it leads to important cancellations in the commutation identities.

We start with the following standard commutation identity.

Lemma 4.1 ([13, Lemma 7.1.3]). If &4,...a,, S any type (2) spacetime tensorfield, V is any
spacetime vectorfield, and V)7 is its deformation tensor (see Def. , then

1 n
DLy — Ly Dpbaran = 5 > {20, Vg + 2V m — 25708} barsaiaissacen-
=1
(4.0.1)

We now use Lemma to derive an identity for [u,, Z].

Lemma 4.2 (Basic commutation lemma). For the vectorfields Z € & (see Def. [2.8.5),
which by Lemma satisfy Dmpp =0 and (Z)T('L)“( = —Zu, we have the following commu-
tation identity:

1 1
nOy ) (2V) = n2, {<Z>waﬁ@5\y — §trg(z)7r@a‘ll} + Z (W0 V) + itrg(z)yf(uljg(q,)\ll),
(4.0.2)
where tr, D = (g7 Or 4.

Proof. We begin by applying Z to ulyw)¥ and using the Leibniz rule for Lie derivatives
and the Lie derivative identity (£zg71)*? = —(©)7%% to obtain the identity Z(uOy)¥) =
(Zw)Oyw) ¥ — D78 G, DV + w(g~ ) L2 P,PV. Applying with & = 2V, we
obtain 2,232V = L;9.95V + 2 { 2.\ D1\ D2V + D5 Dnon 2V — D\ 7,32V}, Con-
tracting the previous identity against (¢')*® and using the Leibniz rule for Lie derivatives
and the aforementioned identity (£L971)* = —(%)7r*% we find that

1
Oy 2% = Z(Oyu)0) + O 2,950 + (2, D590 = 59, { (g7 D} 70
(4.0.3)

2

The identity (£.0.2) now follows easily from (£.0.3), the identity Str,?r = —1@x;, —
w4 LDt (see (2.7.10)), and the assumed properties @y, = 0 and P, ¢ =
—Z .

1 1
= Z(0y\ V) + Z, {(Z)WQBQB\I/ — —trg(Z)wga\I/} + §trg(z)7rl:lg(q,)\ll.

l
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In the next proposition, we decompose the first term on RHS (4.0.2) relative to the rescaled
frame. Our proof of the proposition relies on the following lemma.

Lemma 4.3 (Spacetime divergence in terms of derivatives of frame components).
Let 7 be a spacetime vectorfield. Let w ¢ = —u f1L— FwL— 71X +u_f be its decom-
position relative to the rescaled frame, where Z1, = F“L,, Iy = F“Xa, and J =V 7.
Then

WTa J = —L(w 71) — L(Fx) — X (1) + dif (1w 0) — ntrgh J1 — trgx Fx,  (4.0.4)

where where the (; ,—tangent tensorfieldsx and k can be expressed via (2.13.1a)) and (2.12.3b)).

Proof. Using ([2.7.1b)), we find that

WDa I =1l )" D s (4.0.5)
= —L(n 71) — L(Zx) = X( L) + (¢ Zu(n 75)
+(Lw) Zp+ WPLLY) Jo+ (DX%) o+ (25L°) o — F - du.

Next, we use Lemmato substitute for Z L, .@L)?, and Y L; we find that all terms on the
last line of cancel. We then use the rescaled frame decomposition formula to express
() Dulbt Fs) = dif (1 f) — R JLG) P Duls — Fx(§ )P Duly — F1(d~V)P DuX;
and then Lemma to deduce the following identities, which we substitute into the pre-
vious equation: (¢§~')*Z,Ls = tryx and (J PP X5 = utrgf — ptrgx. Straightforward
calculations then lead to . O]

We now decompose the term pn%, {(Z)WO‘B_@B\I/ — %trg(z)ﬂ_@allf} from RHS (4.0.2) relative
to the rescaled frame.

Proposition 4.4 (Frame decomposition of the divergence of the inhomogeneous
term). For vectorfields Z € %, which have Py, = 0 and P, ¢ = —Zu, we have the
following identity for the first term on RHS (4.0.2)):

1
U, {(Z)ﬂ'aﬁ@,g\lf - §trg(z)7r@a\11} S (V] (4.0.6)

(m—Danger)
(2) (2)
+ Ji/(TrfC'ancelfl) [\Ij] + ‘%/(wfcancelfQ) [\I’]
(2) (2)
+ t%/(ﬂfLess Dangerous) [\Ij] + ’/ai/(ﬂ’fGood) [\D]

A Z
+ A0+ [,
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where
C%/(Srzf)Danger) [\D] = _(dix](Z)ﬁf)X\Ij> (4'0'78“)
1 . .
A ety ¥ = {EXtrg(Z)ﬁ — dif Dt~ udw@)ﬁ} LU, (4.0.7b)
Z
K e[ V) 1= { R+ A Py g, (+0.7¢)
1
Z
Ji/(frf)Less Dangerous) [\D] = 5 <¢Z#tr¢(Z)7f> ’ dlpa (4'0'7d)
1
A oo V] = SR Ltr DR LY + (LOm ) LU + (L7 ) LY (4.0.7¢)
1 o
+ §(Ltr¢(z)7f)X U — w(g, AT - 4 — (£, F7) - 4w,
1
A V) = {§utr¢(z)7f + D g+ (Z)W)zx} v (4.0.8)
+ tr P LX W
_ QH(Z)ﬁf ALY — 2(2)7@%{ ALV — 2(Z)7(-f CAX T
1
+ D, AV + §utr¢(z)7f4&\lf,
and
1 1
Hren V] 1= {§<Lu>w<z>¢ + gutngftrg O + X Omy e+ orgx Oy — O du} L

(4.0.9)
1 o
+ §tr¢xtr¢(z X W

+ { (LW @RF — norgh OfF — g R + O+ gt | - 49,
In the above expressions, the l;,—tangent tensorfields x, C, and k, are as in (2.13.1a)),

2.12.34), and ([2.12.31).

Proof. We define ¢ to be the spacetime vectorfield whose divergence is taken on LHS (4.0.6):
Fo = OpeB gy — %(gfl)”’\(z)mk@a\lﬁ With the help of Lemma , we compute that

1
I = —itrg(z)ﬁL‘If + (Z)ﬁf AN (4.0.10)
1 o
I =D LU — Dy LU + DL g0 — Etr¢<z>¢X\p, (4.0.11)
o 1
w g = LU — O LU — DgE XU + D o ™0 + éutrgj(z)ﬁd#\ll. (4.0.12)

The proposition then follows from the divergence formula (4.0.4]) and tedious but straight-
forward calculations. We remark that in our calculations, we use the identity [L, X] =

—d"u — 2u# (see (2.9.2) and ([2.15.20)) to replace the term %trg(z)yf)?L\If arising from
[E0.10) with Lty OFLX T + Ltry Dt (47 ) - 4 + try OfucH - 0. n
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5. DIFFERENTIAL OPERATOR COMMUTATION IDENTITIES

In this section, we provide a collection of commutation identities that we use when com-
muting the equations. The precise numerical constants and the structure of tensor contrac-
tions in these identities is not important for our estimates. Thus, we present some of the
identities in schematic form.

Definition 5.1 (Notation for repeated differentiation). We recall the commutation
sets 27 and & from Def. [2.22] We label the three vectorfields in 2 as follows: Z(;) =

L, Zg =Y, Z3 = X. Note that & = {Zny, Zi2)}. We define the following vectorfield
operators:

o If [ = (t1,t2, -+ ,ty) is a multi-index of order |f| = N with ¢,19,--- ,tn € {1,2,3},
then 27 = Z)Z(1p) ** + Z(1y) denotes the corresponding N th order differential oper-
ator. We write 2V rather than 27 when we are not concerned with the structure
of I. B

e Similarly, ﬁf@; = ¢’Z<L1>¢Z<L2) . '¢Z(LN) denotes an N order ¢; ,—projected Lie deriv-
ative operator (see Def. , and we write ﬁgp when we are not concerned with the
structure of 1.

o If [ = (t1,t9,++ ,ty), then I, + I, = I means that [, = (Lhys bhgs ="+ 5 Lky, ) and
Iy = (thyy 1y Uhppios > by )» Where 1 <m < N and ky, ks, - -+, ky is a permutation of
1,2,--- N,

e Sums such as fl + ]; 4+ -+ fM — [ have an analogous meaning.

e P,—tangent operators such as 2T are defined analogously, except in this case we
clearly have 1,19, -+ ,ov € {1,2}.

Remark 5.1 (Schematic depiction of the structure of % I and 2! ). In deriving our
estimates, we often need only partial information about the structure of the operators 2/

and 2L, Thus, in Sect. , we introduce additional shorthand notation that captures the
information that we need.

Lemma 5.1 (Preliminary identities for commuting 7 € %2 with Y). For each
Z—multi-index I and integer n > 1, there exist constants C’flva o Taeim such that the fol-

lowing commutator identity holds for all type (2) l —tangent tensorfields &:
- 1] ] . . ]
VA=Y X Chnea)Y E39) B37) (VEF (L3
+ 7

M=l [t ly=I b
B absent when M =1
|I,|>1 for 1<a<Mm

(5.0.1)

Moreover, with difr denoting the torus divergence operator from Def. for each & —multi-

index f, there exist constants Cf, 7 . such that the following commutator identity

I nr41481,02
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holds for all symmetric type (g) Uy —tangent tensorfields §:
1]

(digr, £5)¢ = > > > (5.0.2)

tie=l M=l [yt =T
[I,|>1 for 1<a<m

Crto Foninis @ (£29) - (£ B ) (V! 25 (V2 £5¢).
—1

absent when hW=M

Finally, for each & —multi-index I and each commutation vectorfield Z € %, there exist
constants CE Tove Tarin and Cfl T Tarsnsinsio such that the following commutator identity holds
for all scalar-valued functions f:

1]

VA=Y Y Cnnena @Y £33 74) (VEY D@2 ),

S

Y A R
Dt I =1 absent when M = 1
|I,|>1 for 1<a<m

(5.0.3a)
1]
rSeali = > > > (5.0.3b)

7,1+12 1 M=1 Il+ +IM+1:f
[I,|>1 for 1<a<m

Ot eV (E39) - U37) (LT 2T ),

absent when hW=M=1

In equations (5.0.1)-(5.0.3b)), we have omitted all tensorial contractions in order to condense
the presentation.

Proof. We claim that for Z € 2, we have the schematic identity [V, £,]¢ ~ (V£,4)* - &,
correct up to constants. From this identity and the fact that £,47" = —(£,4)%" (see
(2.9.3)), a straightforward argument involving induction in |f|, omitted here, yields .
We now prove the claim in the case that £ is an ¢, ,—tangent one-form. The case of higher-
order tensorfields then follows easily from the Leibniz rules for ¥ and £, and we omit those
details. Moreover, it is easy to reduce the proof to the case {g = 1 (that is, & = dv); we
thus assume for the remainder of the proof that £ = ¢iJ. We now recall that v? = ¢(©,0)
(see (2.7.2)). Note that ¥ is entirely determined by the formula ¥g0 = v~ 1(Ov)O. We
first address the case Z = L. By Lemma and the fact that L = 0, we have V£, £ =
Y (L) = 0. Next, we compute compute that Yool = (V9) 006 = 000 — (YV,0) - di =
—v~'0u. Also using [L, ©] = 0, we compute that £, Vag? := (£,¥°9)-000 = —v"'0Lv+
v™?(Lv)Ov. Similarly, we compute that (£;¢)ee = 2vLv, (YL, §)ece = 200Lv—2(60v)Luv,
and (VL )7 - (@O ®0) =20 LOv — 2v™%(6Ov) Lv. Combining the above computations,
we conclude that [V, £;]¢ = (Wﬁng) - & as desired. To treat the case Z = X, we first fix ¢

and construct a local coordinate ¥ on »Y such that X = a , as in the proof of Lemma
The proof then mirrors the proof in the case Z = L. We now treat the case Z =Y, Wthh
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is £;,—intrinsic. The result follows from Lemma [, which for the ¢,,—tangent vectorfield
Y applies with 2 replaced by Y and g replaced by ¢g. We have thus proved the claim, which

completes the proof of (5.0.1)).

(5.0.2) then follows as a straightforward consequence of (5.0.1)), the fact that dif¢ =

¢~ - V¢ for symmetric type (g) ¢, ,—tangent tensorfields &, and the aforementioned identity

¢Z¢71 = _(ﬁzﬁ)##-

To prove ([5.0.3a)), we first use Lemma [2.10/ to deduce that V£, f = V(£ df) = LV f +
(Y, L£,]-df. The identity (5.0.3a) now follows from i5.0.1’ with £ := df and a straightforward

argument involving induction in m and Lemma ; we omit the details.

(5.0.30)) follows easily from (5.0.3a)), the identity A = ¢! - Y, and the aforementioned
(5.0.3b)

identity £,47' = —(£,4)%*. [l
Lemma 5.2 (Preliminary Lie derivative commutation identities). Let I = (11,15, -, tn)
be an N""—order 2 multi-index, let f be a function, and let & be a type (’:) l —tangent
tensorfield with m +n > 1. Let i1,19,--- ,ixy be any permutation of 1,2,--- N and let
I'" = (tiy, tigy -+ Liy). Then there exist constants Cflfz,bkl iry such that
T 2 B N I (Zy ) i
{QP - }f o Z 011,12,%1,%2 fjlf k2 #Z(Lkl) : dﬁp 2f,

f1+f2+bk1 Ftky =I
Z(Lkl)E{L7X}7 Z(LkQ)E{X’Y}’ Z(Lk1)7£Z(Lk2)

(5.0.4a)
I I o Z I
{ﬁf B ¢Qp}€_ Cfl,f%bk Lk '¢ I Py, s ¢3f :
oL . 1°7k2 ¢f 2 #Z( )
D+ Iotip +iny=I th
Z(Lkl)e{L7X}7 Z(Lk2)€{X?Y}7 Z(l,kl)7éZ(Lk2)
(5.0.4b)

In ((5.0.4a)-(5.0.4b)), L+ 1+ by + by = I means that I, = (Lhgy bhgs " "+ 5 LKy, ), and I =
(Chypyrs bhmyos =" Uk ), Where ky ko, -+ ky is a permutation of 1,2,--- | N. In particular,

1]+ L) = N —2.

Proof. The identities ((5.0.4a)) and (5.0.4b)) are straightforward to verify using Lemmas
and the facts that W7, = —O7 for W € {X,Y} and Z € {L, X} (see Lemma [2.18)),
and the Lie derivative commutation property (12.5.6]).

6. MODIFIED QUANTITIES NEEDED FOR TOP-ORDER ESTIMATES

As we explained in Sect. [I.3.2] in order to close our top-order energy estimates without
incurring derivative loss, we must work with modified quantities. The modified quantities
allow us to control the top-order derivatives of tryx. In this section, we define these “fully
modified quantities” and derive transport equations for them. At the top order, we also
need “partially modified quantities,” which are similar but serve a different purpose: they
enable us to avoid the appearance of certain ¥} error integrals in the energy estimates that
are too large to be controlled all the way up to the shock. These error integrals arise when
we integrate by parts with respect to L using the identity .
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6.1. Curvature tensors and the key Ricci component identity. The calculations re-
lated to the modified quantities are involved. A convenient way to organize them is to rely
on the curvature tensors of g.

Definition 6.1 (Curvature tensors of g). The Riemann curvature tensor Z,p. of the
spacetime metric g is the type (2) spacetime tensorfield defined by

where U, V, W, and Z are arbitrary spacetime vectors. In (6.1.1)), 22, W = UV 9, DsW .

The Ricci curvature tensor Ric,g of ¢ is the following type (g) tensorfield:

Ricas = (971) " Ponpa- (6.1.2)
We now provide the lemma that forms the crux of the construction of the modified quan-
tities.

Lemma 6.1 (The key identity verified by uRic.z). Assume that gV = 0. Then the
following identity holds for the Ricci curvature component Ricpr, := RicagL*LP:

g 1 1
LLRiCLL =L {—GLLX\I/ — §utrg$L\I’ — EHGLLL\IJ + Mgr\f . d\If} + Q[, (613)
where A has the following schematic structure, where Z € % and P is P.—tangent:
A=1f(y, g " da', da*, ZV)P. (6.1.4)
Furthermore, without assuming Uy ¥ = 0, we have

L 1 1 1
RiCLL = %trgx + L {—§trg$[;\p — EGLLL\D + @zﬁ : d\If} — §GLL4A\D + %, (615)

where B has the following schematic structure:
B = t(y, ¢~ da’, da?) (PV) Py. (6.1.6)

Proof. We sketch the proof instead of providing complete details since the computations are
lengthy and since the identities follow from inserting the schematic relations provided by
Lemma into the identities derived in [59, Corollary 11.1.13]. We start by sketching the
proof of . First, we note that straightforward but tedious computations imply that
relative to the rectangular coordinate system, the components of % can be expressed as

Rpop = %{Gm_@fw\ﬂ + Goy P20 — Gy T2, — Gw@quf} (6.1.7)
+7GiaGualy™ VPO ONY) — 1GosGiraly™ )P @) OA)
+ 1 Gru V(G ¥] — (5™ Gy ¥[GOy )
+ 5 Gh D) (OD) + G (0,)(0,) — G, (.1)(0,7) — Gl (0:0)0,) .

where 22U (which is a symmetric type (g) tensorfield) denotes the second covariant deriv-

ative of W. We then contract both sides of (6.1.7) against L*L*(¢~')"*, which yields the
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desired term Ricyz, on the LHS. Finally, we use Lemmas and to express the RHS
of the contracted identity in the form written on RHS .

To obtain (6.1.3)) from (6.1.5)), we multiply both sides of by u and use the wave
equation in the form ([2.14.1a)); the wave equation allows us to replace p times the term
—3G AV from (6.1.5) with —(1/2)L {HGLLL\I/ + QGLLXW)} up to error terms involving
an admissible number of derivatives. 0J

6.2. The definitions of the modified quantities and their transport equations. We
now define the modified quantities.

Definition 6.2 (Modified versions of the pure P,-tangent derivatives of tryx). Let
2N be an N** order pure P,—tangent commutation vectorfield operator. We define the
fully modified function (M2 as follows:

Ny = u@Ntrgx + 2N%, (6.2.1a)
X = -G XU — %utrgj@m - %uGLLL\If G v (6.2.1D)
We define the partially modified function (¥ M2 as follows:
INY = PNrgx + PR, (6.2.2a)
(N% = —%W@L@N\p - %GLLL@N\D + @ AN, (6.2.2D)

We also define the following “0"*—order” version of (6.2.2b)):
~ 1 1
X o= oty LY — SGL LY + GF 4w, (6.2.3)

We now derive the transport equation verified by the fully modified quantities.

Proposition 6.2 (The transport equation for the fully modified version of &V t14X).
Assume that Ogegy¥ = 0. Let PN be an N —order P,—tangent commutation vectorfield op-
erator, and let )2 and X be the corresponding quantities defined in (6.2.1a) and (6.2.1D)).
Then the modified quantity (¥ " verifies the following transport equation:

p L 5 L
LNy — <27” — 2tr¢x> @2 = ulL, 2Ntryx — <2T”> PNX 4 2t1yx 2VX (6.2.4)

+ [L, 2N)X + [u, PV Ltrgx + [PV, Lultryx
— {2V (ultryx)?) — 2utryx 2V tryx } — 2N

Proof. From , the identity [L, ©] = 0, the torsion-free property of 2, and Def. we
deduce £,Xe0 = 9(Z02.L,0) + g(PoL, DoL) — Zrore. Viewing both sides to be a type
(3) €1, —tangent tensorfield, we take the ¢ trace, use £,4~' = —2x## (which follows from
definition (2.6.4)) and (2.9.3)) use Lemmal[2.13] and carry out straightforward calculations to
derive

nLtryx = (Lu)trygx — wn(tryx)® — uRicrz. (6.2.5)
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Then from and , we find that
L {utryx + X} = 2(Lp)tryx — p(tryx)® — A (6.2.6)
Applying 2V to and performing straightforward commutations, we find that
L {ugZNtrij + @NI} = 2(Lp) PN trgx — 2utryx 2N tryx + u[L, 2N tryx (6.2.7)
+ [L, 2N)X + [u, PV Ltrgx + [PV, Lultryx
— {2V (ultryx)?) — 2utryx 2V tryx } — 2N
The identity now follows easily from and the definition of ("2 . O

We now derive the transport equation verified by the partially modified quantities.

Proposition 6.3 (The transport equation for the partially modified version of
?N_ltrjx). Let 2N be an N order pure P,—tangent commutation vectorfield operator,

and let P D2 be the corresponding partially modified quantity defined in (6.2.2a)). Then

(YD werifies the following transport equation:

L& Ny = %GLLAQN—lw + 7" g, (6.2.8)
where the inhomogeneous term (ZM DB s given by
P _pNlgy N ()2 (6.29)
+ %[@Nl, G| AV + %GLL[,@Nl, AU + [L, 2N Ntrgx
+ LY NE+L {“”N‘l)% —~ QN*I%} :
B is defined in , 1s defined in , and X is defined in .
Proof. From , we find that

L
Ltryx = T”trgx — (tr;x)? — Ricyy. (6.2.10)
Then from (6.1.5) and (6.2.10)), we deduce that
=~ 1
L{trgx + X} = SGLLAY — (11,%)* — B, (6.2.11)

L
We note in particular that the dangerous product —utry;x from (6.1.5)) and (6.2.10) cancels
w

from (6.2.11]). The desired identity ((6.2.9) now follows from applying 2~ ~1 to ((6.2.11)) and
carrying out straightforward operator commutations. 0

7. NOrRMS, INITIAL DATA, BOOTSTRAP ASSUMPTIONS, AND SMALLNESS ASSUMPTIONS

In this section, we first introduce the pointwise norms that we use to control solutions.
We then describe our assumptions on the size of the initial data. Finally, we state bootstrap
assumptions that we use throughout most of the rest of the paper to derive estimates.
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7.1. Norms. In our analysis, we primarily estimate scalar functions and ¢, ,—tangent ten-
sorfields. We always use the metric ¢ when taking the pointwise norm of ¢;,—tangent
tensorfields, a concept which we make precise in the next definition.

Definition 7.1 (Pointwise norms). If (/1™ is a type (7:) ¢, ,—tangent tensor, then we
define the norm |£] > 0 by

€17 = G i (47 ()L (7.1.1)
Our analysis relies on the following L? and L* norms.

Definition 7.2 (L? and L* norms). In terms of the non-degenerate forms of Def. [3.2] we
define the following norms for ¢, ,—tangent tensorfields:

1€01Z2qe,..) = /K €PNy, Iy = /E e dzm, (7.1.2a)

2
€122, = / €2 de,
Pl

||€||L°°(Zt,u) = ©88 Supﬂ€T|§|(t7 u, 19)7 ||€||L°°(E%L) i= €688 Sup(u/,ﬂ)e[o,u]x'ﬂ'|€|(tv ula 19)7
(7.1.2b)
||f||Loo(7>5) = €88 Sup(t’,ﬁ)e[o,t}x'ﬂ‘|€|(t/7ua ).
Remark 7.1 (Subset norms). In our analysis below, we occasionally use norms || - || z2(q)
and || - ||z~ (), where 2 is a subset of ¥}. These norms are defined by replacing 3} with

in (7.1.2a) and (7.1.2b)).

7.2. Strings of commutation vectorfields and vectorfield seminorms. The following
shorthand notation captures the relevant structure of our vectorfield operators and allows
us to depict estimates schematically.

Remark 7.2. Some operators in Def. are decorated with a x. These operators involve
P.—tangent differentiations that often lead to a gain in smallness in the estimates. More
precisely, the operators ZY always lead to a gain in smallness while the operators 22V:¥
lead to a gain in smallness except when they are applied to .

Definition 7.3 (Strings of commutation vectorfields and vectorfield seminorms).

o ZNM f denotes an arbitrary string of N commutation vectorfields in 2 (see ([2.8.3))
applied to f, where the string contains at most M factors of the P;'—transversal
vectorfield X.

o P f denotes an arbitrary string of N commutation vectorfields in & (see ([2.8.4))
applied to f.

e For N > 1, ZNM f denotes an arbitrary string of N commutation vectorfields in 2
applied to f, where the string contains at least one P,—tangent factor and at most
M factors of X. We also set ZFOM f .= f

e For N > 1, 2% f denotes an arbitrary string of N commutation vectorfields in &
applied to f, where the string must contain at least one factor of Y or at least two
factors of L.
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e For /, ,—tangent tensorfields &, we similarly define strings of ¢; ,—projected Lie deriva-

N M
tives such as £, €.

We also define pointwise seminorms constructed out of sums of the above strings of vec-
torfields:
o |Z=NiM f| is the sum over all terms of the form | Z7VM f| with N’ < N and ZNVM f
as defined above. When N = M = 1, we sometimes write | 2°=! f| instead of | Z°<U1 f].
o |ZLNEM £ ig the sum over all terms of the form |27V f| with 1 < N’ < N and
FNM £ a5 defined above.
e Sums such as |<@[1 N g |, 1£57°Y¢|, ete., are defined analogously. We write |22, f|

instead of L@Elﬂ We also use the notation | XN f| = |Xf] + [XXf| + - +
N copies
~
| XX X f].
7.3. Assumptions on the initial data and the behavior of quantities along >,. In
this section, we introduce our Sobolev norm assumptions on the data, which involve several
size parameters. We then derive identities and estimates for various quantities on . In
Sect. [7.7, we describe our assumptions on the size parameters.
We first recall that (¥]s,, 9 Vs,) := (¥, ¥y) and that we assume (¥, ¥,) € HYO(DL) x

H!3(2}). We assume that the data verify the following size estimates (see Sect. [7.2 regarding
the vectorfield operator notation):

(Rt PSS

<1933 : [1.3] =&
LY oy <8 | X quLOO g =50 (7.3.1)
In the next definition, we introduce the data-dependent number 6*, which is of crucial
importance. Our main theorem shows that for € sufficiently small, the time of first shock
formation is (1 + O(€))s;!

Definition 7.4 (The quantity that controls the blow-up time). We define
o 1
o, = ésup [GLLX\I/} . (7.3.2)

El

Remark 7.3. Our proof of shock formation relies on the assumption 5. > 0. It is easy to
see that under the assumptions on the nonlinearities described in Sect. 2.2} we indeed have
5. > 0 for nontrivial data supported in 3}.

To prove our main theorem, we make assumptions on the relative sizes of the above
parameters; see Sect. [7.7]

Our next goal is to derive estimates for various quantities along 3} that hold whenever
the data verify and € is sufficiently small. We start by providing two lemmas that
yield some identities that are relevant for that analysis.

Lemma 7.1 (Identities involving 0;u). The following identity holds:
(g7")®0udpu = p 2. (7.3.3)
In (7.3.3), g~' is the inverse of the Riemannian metric g on ¥ defined by (2.6.1)).
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Furthermore, the rectangular spatial derivatives of w verify (fori=1,2):

Proof. Since —pd,u = L, (see (2.3.2) and (2.3.5)), (7.3.4) follows from the first identity in
(2.4.11)). To deduce ([7.3.3)), we use (7.3.4)) to substitute for d,u and dyu on LHS (7.3.4)) and

use the normalization condition (g*' )X, X = g(X, X) =1 (see (2.4.6a). O
Lemma 7.2 (Algebraic identities along Yy). The following identities hold along %o (for
i=1,2):
1 i (g~1)" i L gyt
wm e L= e (), Z = L6 (78)
(g~1)1 (g1 (Q )

where g is viewed as the 2 x 2 matriz of rectangular spatial components of the Riemann-
ian metric on Yy defined by ([2.6.1)), g_l 15 the corresponding inverse matriz, and = is the
l;..—tangent vectorfield from (2.4.8)).

Proof. The identity for p is a simple consequence of (7.3.3) and the fact that by con-

struction, ulg, = 1 — x' (see (1.2.2))). Next, using in addition (7.3.4)), we deduce that
X' = —u(g "), = —uw(g )" = —\7— along Yg. Also using that L' = N’ — X" (see

(g 1)11

BE3), N' = —(g~)" (see 2.4.1o>, and Lig,,;) = L' — 8 (sec (Z53)), we casily con-

clude the desired identity for Li . Next, we recall that by construction, 19|20 = x2 (see
Def. [2.4). Hence, & = —0; and @ 82 along Yo. Also usmg that X = (see (2 ),

11 —1yi1
, and X = uX, we conclude that = = —§% = -0+ H 1)11 -0 + (( ))11
as desired. 0

In the next lemma, we provide estimates verified by the eikonal function quantities . and
L’t Smary @long ¥}. The estimates are a consequence of the assumptions (7.3.1)) on the initial

data of ¥ as well as the evolution equations verified by p and Lé Small)-

Lemma 7.3 (Behavior of the eikonal function quantities along X}). For initial data
verifying (7.3.1)), the following L* and L™ estimates hold along ¥} whenever € is sufficiently

small, where the implicit constants are allowed to depend on d:

<193 7i 5 C11,3] 7
||féfk_ L(S’mall)HLQ(E(l)) S €, HX[ ]L(Small) L2(s) 5 L, (736)
b= Ul ey 250 o) S € (7.3.72)
1Ll oy - [ X2 u‘ sy S 1 (7.3.7b)
<17;2 ,
Hg L(Small HLoo(E(l)) S €, HX Small)HLOo Zl) ,S 17 (738)
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||l‘L - 1||L°°(Z(1)) ) H‘@EJHHHLKJ(E%) 5 éa (739&)
Lull. . X2 H <1 7.3.9b
[N (7.3.90)

Sketch of proof. We only sketch the proofs of the estimates because they have a lengthy
component and because we give complete details of related but more complicated estimates
in our proofs of Propositions and below. An easy part of the proof is deriving
estimates involving derivatives with respect to the Yy—tangent vectorfields X and Y; we
can use the identities (7.3.5) to express (n — 1)|g, and LéSmall)|EO in the form f(¥)¥ with

f smooth. We can then repeatedly differentiate (V)W with respect to X ,Y and use the
assumptions and the standard Sobolev calculus to obtain the desired L? and L*>
estimates. Under the umbrella of the Sobolev calculus, we include the embedding estimate
1l 2o o) S NY fllz2eo.) + 11 fll 2240y (Valid with a uniform implicit constant for u € [0, Up]).
This Sobolev embedding estimate is easy to derive because along ¢;,, we have © = 0,
Y = (14 O(€))0,, and dAy = (1 4+ O(€)) dv. Thus, the embedding result follows from the
standard one on the torus T equipped with the standard FEuclidean metric.

Another easy part of the proof is obtaining the desired estimates for L=¥p, LélgLé Small)?

and their derivatives up to top order with respect to X andY (where all X and Y derivatives
occur after the L differentiations). To derive them, we can repeatedly use the evolution
equations (2.11.1)) and ([2.11.2)) to substitute for Ly and LL% smairy a0d argue as in the previous

paragraph. In obtaining these estimates, the main point (which is easy to see with the help
of and (2.11.2))) is that the quantities that we claim are < € contain at least one
small factor 21930, which by yields the desired smallness factor €.

The lengthy part of the proof is deriving estimates for the derivatives of p and Lé Small) that

involve both L and the Yy—tangent operators {)2' , Y}, where the ¥y—tangent differentiation
acts before L does. A model term is LX LéSmall)' The main idea of the argument is to first

write L)V(Lésma”) = )u(LLéSma”) +[L, )U(]Lésma”). The advantage of this decomposition is that
< €. Thus,

~

the arguments given in the previous paragraph imply that HX LLZ('Small)‘

L2 El
the main step remaining is to establish commutation estimates showing that,( r(gughly speak-
ing, the commutator operators [L, X], [L, Y], and [X, Y] lead to products involving at least
one (good) ¢;,—tangent differentiation, which provides the smallness factor € in the relevant
expressions. The identities in feature ¢, ,—tangent right-hand sides and thus imply
the availability of the desired structure after one commutation. To derive estimates up to
top order, we must also show that a suitable version of this structure survives under higher-
order differentiations and commutations. We establish the necessary commutation estimates
in Lemmas[8.7] [8.8 and [9.1] below under bootstrap assumptions that are consistent with the
evolution of the solution. In the inequalities stated in those lemmas, the bootstrap assump-
tions are used to gain a factor of £'/2 in various quadratic terms that appear on the right-hand
sides, where ¢ is a small bootstrap parameter. Along Xy, the lemmas can be established with-
out the bootstrap assumptions by using the same arguments given in their proofs. In fact,
one can ignore the availability of the smallness factor. After establishing the commutation
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Lemmas along >y we can derive the desired estimates using induction in the number of deriva-
tives. For example, to deduce that HLLXu‘ < €&, wewrite LLXpu = XLLu+[LL, X]u.

L2(s})

. < €. To con-
L2(E

The argument sketched in the previous paragraph implies that HX LLu’

< €, we can use the commutator estimate ) to derive the

Y

pointwise bound ‘[LL,X]},L < ‘Yffgl?l},t‘ + ‘93’2}1‘ + ‘ﬁ’fmﬂ + ‘«@321/’. The RHS in-
volves only up-to-order 2 derivatives of quantities that, by induction, would have been shown
to be bounded in the norm H'||L2(Eé) by < €. O

clude that H LL,X v

L2(35)

7.4. Tipoot), the positivity of p, and the diffeomorphism property of T. We now
state some basic bootstrap assumptions. We start by fixing a real number T go.) with

0 < T(Boory < 2671 (7.4.1)
We assume that on the spacetime domain My, v, (see (2.3.1€))), we have
u > 0. (BAp > 0)

Inequality (BAp > 0)) implies that no shocks are present in Mz, . v,
We also assume that
The change of variables map Y from Def. is a O diffeomorphism from (7.4.2)
[0, T Booty) x [0,Up] x T onto its image.

7.5. Fundamental L*° bootstrap assumptions. Our fundamental bootstrap assump-
tions for W are that the following inequalities hold on Mr,, . v, (see Sect. [7.2regarding the
vectorfield operator notation):

<11
H‘@_ \I}”Loo(zy) s 6 (BAT)
where ¢ is a small positive bootstrap parameter whose smallness we describe in Sect. [7.7]

7.6. Auxiliary L*™ bootstrap assumptions. In deriving pointwise estimates, we find it
convenient to make the following auxiliary bootstrap assumptions. In Prop. [8.10] we will
derive strict improvements of these assumptions.

Auxiliary bootstrap assumptions for small quantities. We assume that the following
inequalities hold on ./\/lT( ooty Uo'

2200, < AUX1Y)
L [P e <7 AU
Hff<9 1LlSmall HLOO(E“ < 51/2’ (AUXlL(Sma”))

H¢<8 ! H <l (AUX1Y)

Loo(SY)
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Auxiliary bootstrap assumptions for quantities that are allowed to be large.

+ €2, (AUX20)
Loo Zu Loo ZU
Lt oy < HGLLX\PHL ey T (AUX2)
Il ey < 1428, HGLLX\DH yel?, (AUX3p)
Lo ( E“
XLi H HXL“ H 12, AUX2L
H (5malh)|| o (Small) Lm(zu)+5 ( (Small))

7.7. Smallness assumptions. For the remainder of the article, when we say that “A is
small relative to B,” we mean that there exists a continuous increasing function f : [0, 00) —
(0, 00) such that A < f(B). In principle, the functions f could always be chosen to be poly-
nomials with positive coefficients or exponential functions.[g_ol However, to avoid lengthening
the paper, we typically do not specify the form of f.
Throughout the rest of the paper, we make the following relative smallness assumptions.
We continually adjust the required smallness in order to close our estimates.
e The bootstrap parameter ¢ is small relative to S_l, where & is the data-size parameter
from ([7.3.1)).
e ¢ is small relative to the data-size parameter 8, from (17.3.2)).
The first assumption will allow us to control error terms that, roughly speaking, are of size
8% for some integer k > 0. The second assumption is relevant because the expected blow-
up time is approximately 5* , and the assumption will allow us to show that various error
products featuring a small factor € remain small for t < 25;1, which is plenty of time for us
to show that a shock forms.
Finally, we assume that

€ <e, (7.7.1)

where € is the data smallness parameter from ((7.3.1)).
Remark 7.4.  and 6* do not have to be small.

Remark 7.5 (The existence of data verifying the size assumptions). We now sketch
why there exists an open set of data (¥|y,, 3, U|g,) = (¥, ¥y) that are compactly supported
in © and that satisfy the above size assumptions involving &, 671, and &,. It is enough
to show that there exist plane symmetric data (¥, ¥,) (depending only on z') because
the size assumptions are stable under (asymmetric) Sobolev-class perturbations, where the
relevant Sobolev space is HX?(X}) x H!¥(3l). Note that in plane symmetry, © and Y are
proportional to d, and all 0y derivatives of all scalar functions defined throughout the article
vanish. Moreover, even though L and X do not necessarily commute, [L, X ] is ¢;,—tangent
(see Lemma D and therefore proportional to 0. Thus, when [L, X | acts as a differential
operator on a scalar function, it annihilates it.

50 The exponential functions appear in our energy estimates, during our Gronwall argument; see the proof

of Prop. given in Sect.
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To see that suitable plane symmetric data exist, we first note that since Remark and
imply that X = —(1 4 O(¥))d; along %, and Ligman = O(¥) along X, a simple
argument relative to rectangular coordinates (omitted here) yields that it is possible to
find smooth plane symmetric data such that H\IJH Leo(zy) 18 as small as we want relative to

3 SUPs [GLL)E'\P} (see definition (7.3.2)) and relative to 1/||X[1’3]\i/||Loo(E1 (see (7.3.1))); for

example, one need only to consider highly oscillatory functions U with a small amplitude.
Then, since LV|g1 = 0;¥|sy + L'01 V|51 = Wy + L'9, 0, we can choose Wy in terms of ¥

so that || X 3]L\If||Loo (=1 18 as small as we want (we could even make L¥|y1 = 0 by setting

\ifo = —Llal\i! ). Moreover, from the above remarks, we conclude that the same smallness
holds for all permutations of the operators X 13/ acting on ¥ along ¥}. To obtain the desired
smallness of ||)U(KLJ\I/||L00(25) for1 < J, K <3,and J+ K < 17 and ||XKLJQJ||L2(Z) for
1 < J K < 3 and J+ K <19, we can inductively use the evolution equations (2.14.1b)),
, and (2.11.2)) and the relatlons , much like we described in the proof sketch of
Lemma - note that we must Slmultaneously derive estimates for the derivatives of u and
Lé Smauy 1L order to obtain the estimates for W).

8. PRELIMINARY POINTWISE ESTIMATES

In this section, we use the assumptions on the data and the bootstrap assumptions from
Sect. [7]to derive pointwise estimates for the simplest error terms that appear in the commuted
wave equation. The arguments are tedious but not too difficult. In Sect. [0 we derive
related estimates involving higher transversal derivatives. In Sects. and [TI] we use the
preliminary estimates to derive related but more difficult estimates.

In the remainder of the article, we schematically express many of our inequalities by stating
them in terms of the arrays y and y from Def. [2.25] We also remind the reader that we often
use the abbreviations introduced Sect. to schematically indicate the structure of various
derivative operators.

8.1. Differential operator comparison estimates. We start by establishing comparison
estimates for various differential operators.

Lemma 8.1 (The norm of /;,—tangent tensors can be measured via Y contrac-
tions). Let &,,...o, be a type (2) U —tangent tensor with n > 1. Under the data-size and
bootstrap assumptions of Sects. and the smallness assumptions of Sect. we have

€] = {1+ 0"} evvyl. (8.1.1)

The same result holds if |y y...y | is replaced with |Ey.|, |Eyy.|, ete., where Ey. is the type (nﬂl)
tensor with components Y '€y, ay-a,,, and similarly for &yy., etc.

Proof. (8.1.1)) is easy to derive relative to rectangular coordinates by using the decomposition

(g~Hy = W}”Y] and the estimate |Y| = 1 + O(¢'/?). This latter estimate follows from

the identity |Y]? = YY" = (Jap + ¢ Sma”))(é" + Y Sman) )(6b + YSma” ), the fact that

g((lfma”) f(y)y with f smooth and similarly for Y Sman) (see Lemma |2.19)), and the bootstrap

assumptions. 0]
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Lemma 8.2 (Controlling Y derivatives in terms of Y derivatives). Let f be a scalar
function on ;.. Under the data-size and bootstrap assumptions of Sects. and the
smallness assumptions of Sect. the following comparison estimates hold on Mr,,, . v,y:

Af] < A+ CE2)YFL VI < (14 CE2) AY )] + Celdf|- (8.1.2)

Proof. The first inequality in (8.1.2) follows directly from Lemma [8.1] To prove the second,
we first use Lemma , the identity Viy f = Y - d(Yf) — ¥, Y - df, and the estimate
Y| =1+ O(¢/?) noted in the proof of Lemma [8.1] to deduce that

V£ < (L+C2)Vyy f] < (L+ O AY £) + [Vy YIS (8.1.3)

Next, we use Lemma and the identity Vg, = YV, (4(Y,Y)) = Y(9Y?Y?) to deduce
that

WY1 S 9BV S (V| S Y (YY) (8.1.4)

Since Lemma [2.19) implies that g,,Y?Y? = f(y) with f smooth, the bootstrap assumptions
yield that RHS (8.1.4) is < |Yy| < €2, The desired inequality now follows from this

estimate, (8.1.3)), and (8.1.4). ([l

Lemma 8.3 (Controlling £, and Y derivatives in terms of £, derivatives). Let

Eayoay, e a type (2) Uy —tangent tensor with n > 1 and let V' be an {;,—tangent vector-
field.  Under the data-size and bootstrap assumptions of Sects. and the smallness
assumptions of Sect. the following comparison estimates hold on Mr,, . v,

1L0€l S IVIEEl + €L, VI + 2V, (8.1.5)
V| S [y €l + e 2[¢). (8.1.6)

Proof. To prove (8.1.5)), we first note the schematic identity £,/ = V,.£ + > & - ¥V, which
follows from applying I to both sides of , recalling that RHS is invariant upon
replacing all coordinate partial derivatives 0 with covariant derivatives &, and recalling that
Y = 12 when acting on ¢; ,—tangent tensorfields . Also using Lemma we find that

[£vEl S VRSl + €NV V] (8.1.7)

Next, we note that the torsion-free property of ¥ implies that ¥,V = £,V + ¥, Y. Hence,

using Lemma , (8.1.4)), and the estimate |¥,. Y| < €'/2 shown in the proof of Lemma ,
we find that

My VIS I8 VI+ IVIRY TS VI IVINGY S Wy V2V (8.1.8)

Similarly, we have

V€l S 12y€] + €2 1€). (8.1.9)

The desired estimate (8.1.5) now follows from (8.1.7)), (8.1.8)), and (8.1.9)).
The estimate (8.1.6]) follows from applying Lemma [8.1| to Y¢ and using ({8.1.9). O
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8.2. Basic facts and estimates that we use silently. For the reader’s convenience, we
present here some basic facts and estimates that we silently use throughout the rest of the
paper when deriving estimates.

(1) All quantities that we estimate can be controlled in terms of the small quantities
Yy ={¥,u—1, L%Sma”), L%Sma”)} and their derivatives (where the X derivatives do
not have to be small, nor does Lp).

(2) We typically use the Leibniz rule for the operators £, and ¥ when deriving pointwise
estimates for the £, and ¥ derivatives of tensor products of the schematic form
H;Zl v;, where the v; are scalar functions or ¢;,—tangent tensors. Our derivative
counts are such that all v; except at most one are uniformly bounded in L*> on
M ooy Uo- Thus, our pointwise estimates typically explicitly feature (on the right-
hand sides) only the factor with the most derivatives on it, multiplied by a constant
that uniformly bounds the other factors. In some estimates, the right-hand sides also
gain a smallness factor, such as £'/2, generated by the remaining v/s.

(3) The operators ¢g commute through ¢, as shown by Lemma

(4) As differential operators acting on scalar functions, we have Y = (1+0O(g'/?))d, a fact
which follows from Lemma [8.1.2] (8.4.2a)), and the bootstrap assumptions. Hence,
for scalar functions f, we sometimes schematically depict df as Pf. Similarly, by
Lemmas and , we can depict Af by 1 f and Y¢ by ﬁézlf for ¢, ,—tangent
tensorfield &.

(5) We remind the reader that all constants are allowed to depend on the data-size
parameters & and & 1.

8.3. Pointwise estimates for the rectangular coordinates and the rectangular com-
ponents of some vectorfields.

Lemma 8.4 (Pointwise estimates for 2° and the rectangular components of several
vectorfields). Assume that N < 18 and V € {L,X,Y}. Let 2' = z'(t,u,9) denote the
rectangular coordinate function and let ©° = '(u,9) := 2'(0,u,d). Under the data-size
and bootstrap assumptions of Sects. and the smallness assumptions of Sect. the
following pointwise estimates hold on Mr,,, . vy, for i =1,2 (see Sect. regarding the
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vectorfield operator notation):

Vi) <14yl (8.3.1a)
‘f&i[l,N];lvi‘ < ‘ff;ﬁN;lyl + "@E’N}I 7 (8.3.1C)
| BNy < |2 <Nily| + | 2Ny | (8.3.1d)
‘Xz <1+, (8.3.1e)
‘@[1,N]Xi < ‘ysNﬂ 7 (8.3.1f)
‘%[1’N];1Xi Yl (8.3.1g)
‘ff[l,N];lXi < |zl (8.3.1h)

o — | < 1,

Az’ S 1+ vl
‘d%[l,N};lxi‘ S ‘Qp;SN;l,Y| + "@E’N}I

21| S| 2|+ |20,

~

8.3.2a
8.3.2b
8.3.2¢
8.3.2d
8.3.2e

—~ o~

—~

~~

)

~— ~— ~— ~— ~—

—~

PV an] S |75, (3332
220 ] 5| 250], (3330
27 ] 12550, (8330

In the case i = 2 at fized u,9, LHS (8.3.2a)) is to be interpreted as the Euclidean distance
traveled by the point x* in the flat universal covering space R of T along the corresponding
integral curve of L over the time interval [0, 1].

Proof. See Sect. for some comments on the analysis. Lemma [2.19| implies that for V' €
{L,X,Y}, the component V' = Va' verifies V* = f(y) with f smooth. Similarly, Y5,

verifies Y, .y = f(v)y with f smooth and Xa' = X' verifies X' = f(y) with f smooth.
The estimates of the lemma therefore follow easily from the bootstrap assumptions, except
for the estimates (8.3.2a))-(8.3.2¢). To obtain (8.3.2a), we first argue as above to deduce
|La'| = |L'| = |f(y)] < 1. Since L = £, we may integrate along the integral curves of L
starting from t = 0 and use the previous estimate to conclude (8.3.25]}. To derive (8.3.2b)),
we use (8.1.2) with f = 2% to deduce |dz?| < |Y2!| = |V = [f(y)] S 1+ |y| as desired. The
proofs of (8.3.2c)-(8.3.2¢) are similar, but we also use Lemma [2.10] to commute vectorfields
under d. O
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8.4. Pointwise estimates for various ¢, ,—tensorfields.

Lemma 8.5 (Crude pointwise estimates for the Lie derivatives of ¢ and ¢ !).
Assume that N < 18. Under the data-size and bootstrap assumptions of Sects. [7.JH7.6 and
the smallness assumptions of Sect. |7 . the following pointwise estimates hold on Mr,_ .. v,
(see Sect. - 7.2 regarding the vectorfield operator notation):

5] e ’%x‘ 7] 5|75 (8412
ERTRLERES S22 |2 s
], |gnag| < |2y 4 S (a0

Proof. See Sect. for some comments on the analysis. By Lemma [2.19, we have ¢ =
f(y, da', dz?). The desired estimates for £3,""¢ thus follow from Lemmal8.4)and the bootstrap

assumptlons The desired estimates for ]}Ifl ¢~ then follow from repeated use of the second

identity in and the estlmates for NHg The estimates for 4', X follow from the
estimates for @“g nd g Usince X ~ £pd (see (2.6.4))) and tryx ~ ¢! - £pg. O

Lemma 8.6 (Pointwise estimates for the Lie derivatives of Y and some defor-
mation tensor components). Assume that N < 18. Under the data-size and bootstrap
assumptions of Sects. and the smallness assumptions of Sect. the following point-
wise estimates hold on Mr,,, . v, (see Sect. regarding the vectorfield operator notation):

Y| <1+Clyl, (8.4.2a)

V%N]Y <C |@§NY‘ ’ (8.4.2b)
Y| < o2y 4 |2y (8.4.2¢)
‘¢[1 Nity | < ¢ | Z=Nily| ¢ | 20Ny, (8.4.2d)

2L0RE| 5 |y (8.4.3a)
‘ﬁg’l(y)ﬁﬂ < ‘%§N+1;1y| RV |£p§N;l,y’ RV |@£1,N]X| ’ (8.4.3b)
‘ﬁ;(y)ﬁ(‘ < |Q{;§N+1;1\I,| + |32§N+1Y‘ + |@£1,N]I|7 (8.4.4)
RANIESIERENTE (8.4.50)
’ﬁjgz(x)ﬁ S|ZENTN| 4 | 2SNy | 4 | 2y (8.4.5b)
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250 i < |y, (8.4.6a)
5008 €510 < |2y | g 2 | 2y 1| 2PNy (sash)

Proof. See Sect. for some comments on the analysis. To prove (8.4.3a)), we first note that

by Lemma [2.19 and (2.15.4B)), we have "7 = f(y, ¢ =", dz', dz*) Py. We now apply f; to
the previous relation. We bound the derivatives of ¢! and dr with Lemmas and [8.5]
8.4.3D)

Also using the bootstrap assumptions, we conclude the desired result. The proof of (|
is similar and we omit the details.

Since Lemma implies that Y = f(y, ¢!, da', dz?), similar reasoning yields (8.4.2d))-

(8.4.2d))
Inequality (8.4.2a)) follows from the slightly more precise arguments already given in the

proof of Lemma [8.1]
The proof of ({8.4.4)) is similar and is based on the observation that by Lemma and

(2.15.4c)), we have
OE =f(y, g7 da', da®) Py + f(v, g da*, da®, XO)y + £(v, ).
The proofs of ({8.4.5a)-(8.4.5b]) are similar and are based on the observation that by

Lemma [2.19, (2.12.3a)), and (2.15.2b)), we have
COfF = f(y, ¢, da’, ) XU + f(y, ¢, da*, da?) P + ¢~ dye.

The proofs of (8.4.6a))-(8.4.6b)) are similar and are based on the fact that by Lemma [2.19]
(2.15.3d), and (2.15.4d)), we have P, Ot = f(y, g1, dat, da?®) Py.

O

8.5. Commutator estimates. In this section, we establish some commutator estimates.

Lemma 8.7 (Pure P,—tangent commutator estimates). Assume that 1 < N < 18. Let
I be an order |f| = N + 1 multi-indez for the set & of P,—tangent commutator vectorfields
(see Def. , and let I' be any permutation of I. Let f be a scalar function, and let
¢ be an {,,—tangent one-form or a type (g) U ,—tangent tensorfield. Under the data-size
and bootstrap assumptions of Sects. [T4H7.6] and the smallness assumptions of Sect. the
following commutator estimates hold on Mg, .\ v, (see Sect. regarding the vectorfield
operator notation):

]@ff—ﬂf’f

<2 ’@E,N]f’ + |<@£LLN/2J]f| }@SNV{ , (8.5.1a)

Moreover, if 1 < N < 17 and I is as above, then the following commutator estimates hold:

I, PV1f| S 12 | PN f| 4 | oS | | psavey (8.5.20)
HA7 (@N]f} S 51/2 |<@E’N+1]f| + }(@*S]'N/ﬂjw |<@§N+1,Y : (852b)
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‘ﬁ;{—ﬁ{;& < V2| gENe| 4 e | =Ny | (8.5.32)
¥, £506| < 2 g5 e | + |45 | (8.5.3b)
‘[diﬁ,ﬁ;]g < V2| gl 1| sl | =Ny | (8.5.3¢)

Finally, 1f 1 < N <17 and I is as above, then we have the following alternate version of

B524):
[V, 21| § | PV | @IV | 4| PSR f] | 25Ny | L (85.4)

Proof. See Sect. for some comments on the analysis. We first prove (8.5.1a)). Using
(5.0.4al) and Lemma we see that it suffices to bound

> |ty (8.5.5)

N1+No<N-1

The desired bound of (8.5.5) by < RHS (8.5.1a)) now follows easily from (8.4.3a) and the

bootstrap assumptions.

The proof of is similar but relies on (5.0.4b)) in place of ([5.0.4a]) and also ({8.1.5))
with V = ) 7fZ (to handle the first Lie derivative operator on RHS (5.0.4b)).

The proofs of (|8 5. 2a)), (8.5.2b]), and (8.5.4)) are similar and are based on the commutation
identities ([5.0.3a)-(5.0.3b)), the identity (2.9.3), and the estimate (8.4.6al).
The proofs of (8.5.3b))-(8.5.3c) are similar and are based on the commutation identities

(5.0.1)-(5.0.2)) U

Lemma 8.8 (Mixed P,—transversal-tangent commutator estimates). Assume that
1 < N < 18. Let I be an order |f| = N + 1 multi-index for the set & of commutator
vectorfields corresponding to exactly one X factor, and let I be any permutation of I.
Let f be a scalar function. Under the data-size and bootstrap assumptions of Sects. [7.4}
and the smallness assumptions of Sect. the following commutator estimates hold on
M oy Vo (see Sect. regarding the vectorfield operator notation):

‘prf _ pr/f < ’(@[I,N]f‘ RV |y <Nt g (8.5.6)
T |y ‘( gi]lv )‘ T |y st | Ny
Moreover, if 1 < N < 17, then the following estimates hold:
V2, 2V f| < |25 7 (8.5.72)
LN+H]
| Gavad )| #1222
A, 2NN f| S |22 (8.5.7b)

<[N/2] Ny, <[N/2] <N+1
=g (Gl )| 2| ey
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Proof. See Sect. for some comments on the analysis. The proof is similar to that of
Lemma 8.7 so we only sketch it by highlighting the few differences worth mentioning. To
illustrate the differences, we prove (8.5.6) in detail. To proceed, we argue as in the proof of

(8.5.5) and use that precisely one factor of 2 I equal to X, thereby deducing that

LHS < Z ‘ﬁ;l (X')#ﬁ’ |Y,_@N2f| + Z ‘ﬁf;l()/)ﬂ-}%(

Y 2™ f| (85.8)

N14+N2<N-1 N1+Na<N-1
DI T D S A A
N1+N2<N-1 N1+N2<N-1

The key point in is that all ¢, —projected Lie derivatives that fall on X )ﬁf or (Y);F;f(
are with respect to vectorfields in &?. The desired bound now follows easily from
the estimates (8.4.3a])-(8.4.5b])) and the bootstrap assumptions. Note that the first term on
RHS ({8.4.5a]) is not necessarily small and hence, in contrast to (8.5.1a}), we do not gain a
smallness factor of €'/2 in front of the first term on RHS .

The remaining estimates stated in Lemma [8.8| can be proved by making similar modifica-
tions to our proof of Lemma and employing the estimates of Lemma [8.6]

O

Corollary 8.9. Assume that 1 < N < 18. Under the assumptions of Lemma the

Jfollowing pointwise estimates hold on Mr, .\ vy

[ PVNT| < | PN 4 | 2Ny (8.5.9)
Proof. See Sect. for some comments on the analysis. Writing 2V 1A¥ = APN-10 +

[2N=1 AU, we see that the corollary is a simple consequence of (8.1.2)), (8.5.2b) with f = ¥,
and the bootstrap assumptions. 0

8.6. Transport inequalities and improvements of the auxiliary bootstrap assump-
tions. In the next proposition, we use the previous estimates to derive transport inequalities
for the eikonal function quantities and improvements of the auxiliary bootstrap assumptions.
The transport inequalities form the starting point for our derivation of L? estimates for the
below-top-order derivatives of the eikonal function quantities (see Sect. . In the proving
proposition, we must in particular propagate the smallness of the €é—sized quantities even
though some terms in the evolution equations involve §—sized quantities, which are allowed
to be large. To this end, we must find and exploit effective partial decoupling between var-
ious quantities, which is present because of the special structure of the evolution equations

relative to the geometric coordinates and because of the good properties of the commutator
vectorfield sets 2 and 2.

Proposition 8.10 (Transport inequalities and improvements of the auxiliary boot-
strap assumptions). Under the data-size and bootstrap assumptions of Sects. and
the smallness assumptions of Sect. the following estimates hold on Mg, . v, (see
Sect. regarding the vectorfield operator notation):

Transport inequalities for the eikonal function quantities.
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e Transport inequalities for . The following pointwise estimate holds:

|Lu| < | 2=, (8.6.1a)

Moreover, for 1 < N < 18, the following estimates hold:
LNy, |2V Lu| S| 2NN+ | 2Ny + e |2y (8.6.1b)
e Transport inequalities for L%Small) and tryx. For N < 18, the following estimates hold:

LPNL PNLL
(Small) (Small) < <N+1 <N
‘( L@N—ltryx )‘7 ‘( :@N_lLtl"gX )‘ ~ ‘e@ ‘Ij} +8‘,@ Y|, (862&)
LML ZNALL , PN
(Small) (Small) < <N+1;1 eEXTY
)( Lp@pN_l;ltrgX )‘ ) ‘( ffN—l;lLtrgX ) ‘ ~ ‘Qi \IJ‘ + ‘( EX;SN;LY )‘ . (862b)

L> estimates for V and the eikonal function quantities.

o[> estimates involving at most one transversal derivative of V. The following
estimates hold:

) X\I/H < HX\I/H + O, (8.6.3a)
Leo(s) L= (5g)
<10;1
| 25190 o gy < C (8.6.3b)
o[> estimates for w. The following estimates hold:
Lt gy = HGLLX\IIHLOO(Eu +O(e), (8.6.4)
1,9 <9
L2 e o+ 220 ey < C. (8.6.4b)
It = 1oy < 287 GLLX\P"LOO(EH) 4 Ce. (8.6.5a)
0
o[> estimates for L%Small) and x. The following estimates hold:
<10 <107i
HL(@ L(Small HLOO(E“) ? ‘gz_ L(Small) HLOO(E?) S Og? (866&)
<91 7i <91 7i
||L£P L Small HLOO Eu) ? Qp*_ L(Small)HLoo(E?) S Og? (866b)
XL?SMH)HLOO(E?) < HXL;SWU)HLOO(EH) e, (86.60)
<9 <9
| @ZXHMU ) 1= I e (8.6.7)
<8;1 <8 1 <81
|« pemy 172X HLoo oy 125 “ﬂX”Lw@r) S (8.6.8)

Remark 8.1 (The auxiliary bootstrap assumptions of Sect. are now redun-
dant). Since Prop. in particular provides an improvement of the auxiliary bootstrap
assumptions of Sect. [7.6] we do not bother to include those bootstrap assumptions in the
hypotheses of any of the lemmas or propositions proved in the remainder of the article.
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Proof of Prop.[8.10. See Sect. [8.2] for some comments on the analysis. We must derive the
estimates in a viable order. Throughout this proof, we use the estimates of Lemma and
the assumption ([7.7.1) without explicitly mentioning them each time. We refer to these as
“conditions on the data.” Similarly, when we say that we use the “bootstrap assumptions,”
we mean the assumptions on MT< Boot) Vo stated in Sects. W

Proof of the estimates (8.6.2a) for LPV (g, and PN LLig, ., and (8.6.6a): We

prove the estimate (8.6.24)) for LZN L, ., and omit the proof for N LL{g, .. the proof
of the latter estimate is similar but simpler because it involves fewer commutation estimates.

To derive the desired bound, in place of (8.6.2a), we first show that
|LPN Ligpmany| S |25V + 7 | 25Ny (8.6.9)

The factors of €/2 in arise from the auxiliary bootstrap assumptions of Sect. [7.6
At the end of the proof, we will have shown that the auxiliary bootstrap assumptions have
been improved in that they hold with Ce in place of €'/2. Using this improvement, we easily
conclude for L2V LéSmall) by repeating the proof of with Ce in place of the

factor £%/2. To prove (8.6.9), we commute equation (2.11.2) with &V and use Lemma m

to derive the schematic equation
LQNLz&Small [L C@N] (Small) + QN {f(‘Y7 5471; dxla d‘rQ)P\IJ} : (861())
To bound the second term on RHS (8.6.10) by RHS (8.6.9), we use Lemmas and

and the bootstrap assumptions. To bound the remaining term |[L, 2V ]L€Small) , we use the
commutator estimate ) with f = 7(;Small and the bootstrap assumptions. We have

thus proved the desired bound (8.6.9)). Next, to derive the estimate HL@ slori (Smail) H ( <
Lo ()

e stated in (8.6.6a)), we use and the bootstrap assumptions. To obtain the estimates

’ PL gmany <e stated in (8.6.6a)), we first use the fundamental theorem of calculus

) Lee(2Y)
to write

t
e@gloLéSma”)(t,u,ﬁ) ‘@<10L(Small (0,u,19)+/ LBZSmL%Sma”)(s,u,ﬁ) ds. (8.6.11)

=0
We then use the conditions on the data to bound lﬁglol}ésmw) (0,u, 19)‘ < ¢ and the inequal-

ity HL@QOLZSWM” H : < e to bound the time integral on RHS (8.6.11)) by < T{poo)e S €,
Lo (sy
which in total yields the desired result.

Proof of (8.6.1al): We first use equation (2.11.1)) and Lemma to deduce Ly = f(y) PV +
f(y)XW. The desired estimate (8.6.1a) now follows easily from the previous expression and
the bootstrap assumptions.

Proof of ) and : We first note that in proving (8.6.3bf), we may assume that

the operator .9f <10 ! contains the factor X since otherwise the estimate is 1mphed by the

bootstrap assumption (BAW|). To proceed, we use equation ([2.14.1al), Lemma and the
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aforementioned fact Ly = f(y) PV + f(y)X ¥ to rewrite the wave equation as

LXU = f(y) AV + f(y, ¢4, da', da?, PO, XU)PPU + f(y, 4, dat, da?, PO, X ) Py.
(8.6.12)

Commuting (8.6.12) with 2V, (0 < N < 9), and using Lemmas and and the
bootstrap assumptions, we find that

‘L@N)‘bp’ < ’L@Nf(qf - @NLX@‘ + ‘@NLXQ‘ (8.6.13)
< ’LgZN)“(qf - QNLX\I/‘ + |14, 29|
+ ‘9§N+2;1\Il| + 61/2 |%§N+1;1\p| + ‘QSNHY‘ + 51/2 |<@£1,N],Y| .

Using in addition the commutator estimates (8.5.6) and (8.5.2b)) with f = ¥, we bound
the two commutator terms on the second line of RHS (8.6.13) by < the terms on the last
line of RHS (8.6.13]). The bootstrap assumptions imply that most terms on the last line of
8.6.13]) are < e. The exceptional terms (that is, the ones not included in “most terms”) are
9<10Li many T01 @ = 1,2, but we have already shown in the previous paragraph that these
terms are bounded in the norm |[-|| e (sv) by < €. In total, we find that HL<@<9X\IJH ( <
Loo (1)
e. Integrating along the integral curves of L as in (8.6.11]) and using the conditions on the

data, we conclude (8.6.3a]) and also the estimate H@ 191X \IIH < e. Moreover, we use
Loo(5y)
the commutator estimate (8.5.6) with f = ¥ and the bootstrap assumptions to commute

the factor of X in 2°<101 so that it hits U first, thereby concluding that H%ﬁlo?l\IJHLw(Eu) <
H@u 9]X\IJH + ¢ < e. We have thus proved the desired bound (8.6.3b|).

Loo(23)

Proof of (8.6.4a) and m To derive (8.6.4a)), we first use equation (2.11.1)) and
Lemma [2.19| to write Ly = —GLLX\I/ + f(y)P¥. From the previous expression and the

+ O(e). Next, we

bootstrap assumptions, we deduce that [|Lu (s3) =

use Lemma [2.19] to deduce that G, X¥ = f(y )X v, Applymg L to the previous expression

‘LX \IIH < € proven above and the boot-

and using the bounds HLLZSma”)H (=
Loo(xu

Leo(23)

strap assumptions, we find that H (GLLXQ/)" - < e. Integrating along the integral
Loo (s

curves of L as in (8.6.11]) and using the previous inequality, we find that HG X \I/H =

Loo(zy)

HG X \IJH O(e). Inserting this estimate into the first estimate of this paragraph,
Lo (S

we conclude (8.6.4al). The estimate ( 6 Da ) then follows from integrating along the integral
curves of L asmm and using , the conditions on the data, and the assumption
T(Boot) < 257

Proof of and : We now prove for LZNu. The proof for 22V Lu

is similar but simpler because it involves fewer commutation estimates; we omit the details.
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To proceed, in place of , we first prove that
LAV | < | ZEVAG| 1 | PNy 4 12| PNy (8.6.14)

As we described above, at the end of the proof, we will have shown that the auxiliary
bootstrap assumptions have been improved in that they hold with Ce in place of ¢'/2 and
this improvement implies that (8.6.14]) holds with Ce in place of €'/? as desired. To prove

(8.6.14), we commute the equation Lu = f(y)P¥ + f(y))uf\ll (see equation ([2.11.1) and
Lemma [2.19) with 2% to deduce the schematic identity

LAYy =L, PV|u+ PV {f(y))“(qz + f(z)P\If} . (8.6.15)

To bound the second term on RHS (8.6.15)) by RHS ([8.6.14)), we use the already proven bound
(8.6.6a) and the bootstrap assumptions. To bound the term [L, 2" ]u on RHS (8.6.15) by
RHS (8.6.14)), we use the commutator estimate (8.5.1a) with f = p and the bootstrap as-

sumptions. To prove the estimate HL‘@[LQ]”HLOO@;;) < e stated in (8.6.4bf), we use (8.6.14]),

the already proven bounds (8.6.6a) and (8.6.3b)), and the bootstrap assumptions. The esti-
mate (8.6.4b)) for H QEQHHLOO(W) then follows from integrating along the integral curves of L
t

as in (8.6.11]) and using the estimate HLQZ[LQMHLM(EU) < ¢ and the conditions on the data.
t

Proof of (8.6.2b) for LQPN;lLéSma”) and D@PN;lLLZ('Sma”) and (8.6.6b): We now prove
(8.6.2b)) for LQPN;lLéSma”). The proof of ([8.6.2b)) for ,,@'”N?lLL%Sma”) is similar but simpler

because it involves fewer commutation estimates; we omit the details. We may assume that
ZNit contains a factor X since otherwise the desired estimate is implied by (8.6.2a]). The
proof is similar to the proof of (8.6.9), the new feature being that we need to exploit the

already proven estimates H@Slol}ésma“)” < e and Hc@fflo?l\IfHLoo(Eg) < e. To pro-

Lo (%})
ceed, we note that (8.6.10) holds with 2! in place of £V on both sides and that the
non-commutator term is easy to bound by using arguments similar to the ones we used
in proving (8.6.2a)). It remains for us to bound the commutator term ‘[L, N ;I]LéSmall)‘
by < RHS (8.6.2bf). This estimate follows from the commutator estimate (8.5.6)) with

%

f = Ligman): the already proven estimate for #=!9L{, ., mentioned above (to bound

the factor |22y ‘ from the second line of RHS (8.5.6) by < ¢ ), and the boot-

strap assumptions. We have thus obtained the desired estimate (8.6.2b)) for L2V §1L1(' Small)-
Next, from from the estimate (8.6.2b) for L2V ;1L’(Sma”), the already proven estimates

H ggloLéSmall)

L) < ¢ and H%ﬁm?l\PHLm(Eg) < ¢, and the bootstrap assumptions, we
t

find that “LQPSQ?lLéSmGZZ) < &. This completes the proof of (8.6.6b)) for the first term

(-

HL"JKSQ;ILésmau) H : on the LHS. Integrating along the integral curves of L as in ([8.6.11])

Leo (3
and using the estimate (8.6.6h]) for - as well as the conditions on the
Lo (S

data, we conclude the estimate (8.6.6b]) for “zgg;lLésm“ll)"Lw(zg) as well as (8.6.6d).

Lfgg;lLéSmall) ‘




Stable Shock Formation

86

Proof of (8.6.7) and (8.6.8): These two estimates follow from Lemma [8.5, the already
- <1031 <107 <9il7i

proven estimates HQ’;; \I/HLoo(zgy & L(Sm“”)HLw(zy)’ 2= Lgmany L) < e and

the bootstrap assumptions.
Proof of the estimate (8.6.2a) for &V~ 'Ltryx: We first take the g—trace of equation

(2.13.1a)), apply L, and use the schematic identity £,¢~' = (¢71)?x = {(y, ¢, da', d2?) Py
to deduce that Ltrgx = f(y, g, da', da?) PLy—+l.o.t., where l.o.t. := {(P=ly, ¢~ dat, da?) Py

(v, L5 ¢, dat, da?) Py +H(y, ¢!, dP='x) Py. Furthermore, applying P to the evolution
equation (2.11.2)), we find that PLy = f(y, ¢, da', d2?) PPV +l.0.t. Thus, we have Ltryx =
f(y, g7, dat, do?) PPVU +1.0.t.. We now apply 2V ~1 to this identity and use Lemmas and
g R i
thereby arriving at the estimate for ‘WN *1Ltr¢x‘ stated in (8.6.2a). To obtain the same
estimate for ’ngj\]*ltlrg)d7 we use the commutator estimate with f = tryx, (8.4.1aj),

the already proven estimates ||,,@f§10?1\I/HLOO(2u) ZE Ligmany ’ )
t Lo (Y

that [LP2Ntryx| S |2V Lirgx|+¢e | 2<"y|. The desired bound (8.6.2a)) for | LN " tryx|
now follows from the previous estimate and the one already established for },@N _1Ltr¢)(‘.

5| and the already proven estimates || Z='%10|| Loo (s
t

~

< € to deduce

Seand‘

Proof sketch of the estimate for LZN"Vtryx and 2V Ltryx: The proof is
much like the proof of the estimates for 22V ~!Ltryx and LP" tryx given in the previous
paragraph. The only notable change is that we must use the commutator estimate
with f = trsx (in place of the one (8.5.1al) used in the previous paragraph) in order to obtain
the estimate for LZN1tryx from the one for 2V~ Ltryx. We remark that all factors
leading to the gain of the factor ¢ on RHS have already been bounded in || - ||z by
Se.

[

The following corollary is an immediate consequence of the fact that we have improved
the auxiliary bootstrap assumptions by showing that they hold with €'/ replaced by Ce.

Corollary 8.11 (51/2 can be replaced by Ce). All prior inequalities whose right-hand
sides feature an explicit factor of €'/? remain true with €'/* replaced by Ce.

9. L°° ESTIMATES INVOLVING HIGHER TRANSVERSAL DERIVATIVES

Our energy estimates are difficult to derive when p is small because some products in
the energy identities contain the dangerous factor 1/u. In order to control the degeneracy,
we rely on the estimate || XXp|ze~zy) S 1. In particular, we use this estimate in proving

inequality (10.2.3)) (see the estimate (10.2.22))), which is essential for showing that the low-
order energies do not blow-up as pw — 0. We derive the bound [[XXu|persyy S 1 by

~

commuting the evolution equation (2.11.1)) for u with up to two factors of X. Since RHS
(2.11.1) depends on X¥ and LéSmall)’ in order to derive the desired bound, we must obtain

estimates for HXAXVVX\IJHLOO(Z%L), H)E')V(LiSmau) || o (z), etc. We provide the necessary estimates
in Sect. [9] The main result is Prop.
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9.1. Auxiliary bootstrap assumptions. To facilitate the analysis, we introduce the fol-
lowing auxiliary bootstrap assumptions. In Prop. [9.2] we derive strict improvements of the
assumptions based on our assumptions on the data.

Auxiliary bootstrap assumptions for small quantities. We assume that following in-
equalities hold on Mz, 1, (see Sect. regarding the vectorfield operator notation):

H%QQ\IJHLW(W) <e'?, (BA'1T)
HXY H HXLLuH HXYYuH <2 (BAlw)
Loo(sy) Lo (s Loo(sy) Lo ()
and
(BA'1u) also holds for all permutations of the vectorfield operators on LHS (BA'14),
(BA"1p)
Hfép<3 2LlSmall HLOO(E“ < 51/2. (BAllL(Small)>

Auxiliary bootstrap assumptions for quantities that are allowed to be large. We
assume that following inequalities hold on My, .\ v

HXM\I/H HXM\IIH tel?, (2< M <3), (BA'21)
Loo () Loo(S4)
, 1
HLXMu <Z {GLLX\II}H +el?, (1<M<2),
Loo(zw) 2 Loo(S)
(BA'2p)
XMy HXMuH e bl {GLL)?\IJ}H L2 (1< M<2),
Loo Loo(SY) Leo(5)
(BA'3u)
XXLi < HXXL H 12, BA2L g,
H (smalh) || sy = (Smalt)|| oo s te ( (Small))

9.2. Commutator estimates involving two transversal derivatives. In this section,
we provide some basic commutation estimates that complement those of Sect. [8.5]

Lemma 9.1 (Mixed P,—transversal-tangent commutator estimates involving two
X derivatives). Let 2! be a 2’ —multi-indexed operator containing exactly two X factors,

and assume that 3 < |f| = N+1<4. Let I' be any permutation off. Under the data-size
and bootstrap assumptions of Sects. and Sect. and the smallness assumptions

of Se the following commutator estimates hold for functions f on Mr,, . v, (see
7.2

Sect. |7.9 regarding the vectorfield operator notation):

2T 27| < [ ey (0:21)

Moreover, we have

)[AXX]J”‘ S|Yz=¥yl. (9.2.2)
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Proof. See Sect. for some comments on the analysis. To prove (9.2.1), we split the
terms on RHS (5.0.4a) into the case where at most one X derivative falls on f and the
case where both X derivatives fall on f. In the former case, at most two derivatives fall

on the deformation tensors, while in the latter case, at most one derivative (which must be
P,—tangent) falls on them. We thus find that

<21

Lus @21 < {|£5

<2:2( y)ﬁﬁ‘ i

AR \45

<21 ﬁL"i_

we|} |y zsvog).

Mgt } |y <N -] (9.2.3)

A

From the identities (2.15.2bf), (2.15.4b)), and (2.15.4¢) and Lemma we deduce that
the terms in braces on the first line of RHS (9.2.3) are < )ﬁ?;ﬁf(f@gly,g_l,dml,d$2) +

¢§2?1f(ﬁﬁlz,g*1, dzt, da?, Q”Sl\ll)’. We now show that both terms from the previous in-

equality are < 1, which yields the desired bound (this is a simple estimate, where the main
point that requires demonstration is that all terms in the braces are sufficiently regular such
that we have control of their relevant derivatives in L*°). To handle the first term from
the previous inequality, we first commute 2;2 under ¢ and use that Zz' = Z' = f(y) for
Z € % to bound factors involving the derlvatives of dx by < ‘QP §2§1z|. Moreover, us-

ing (2.9.3) and the fact that ¢ = f(y,dx?, da?), we deduce that |£57°¢~'| < [2=*2y| +

| Z<%y|. We thus find thaﬁ<22 (P=ly, g7t dat ) da? )‘ < | Z<3%y| + | 2<%y|. From
the L estimates of Prop. [8 and the bootstrap assumptions of Sect. 9.1, we deduce
that the RHS of the previous inequality is < 1 as desired. Similar reasoning yields that
SHH(PSYy, gt dat, da?, &‘Kl\l/)’ < 1, which completes the proof of the bound for the
terms in braces on the first line of RHS. To handle the terms in braces on the second line of
RHS , we use Lemma and the L*° estimates of Prop. to bound them by < e.

We have thus proved ((9.2.1)).
The proof of (9.2.2)) is similar and relies on the commutation identity (5.0.3b)) and the

estimates of Lemma [8.5) we omit the details.

O

9.3. The main estimates involving higher-order transversal derivatives. In the next
proposition, we provide the main estimates of Sect. [0} In particular, the proposition yields
strict improvements of the bootstrap assumptions of Sect. [9.1]

Proposition 9.2 (L* estimates involving higher-order transversal derivatives). Un-
der the data-size and bootstrap assumptions of Sects. and Sect. and the smallness
assumptions of Sect. the following estimates hold on Mr,,, . v, (see Sect. regarding

the vectorfield operator notation):
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L> estimates tnvolving two or three transversal derivatives of V.

[LZE2| e gy < C, (9.3.1a)
| 25520 ey < C, (9.3.1b)
HXX\II HXX\I/H 4 Ce, (9.3.1¢)
L= Loo(54)
HLXXX\II < O, (9.3.1d)
L= ()
HXXX\IIH L Ce. (9.3.1e)
Lo (X3) Loo( E“

L> estimates involving one or two transversal derivatives of L.

1
HLXuH <= (GLLX\I/) H +Ce, (9.3.2a)
Loo(2w) Loo(58)
45 HX (GLLX\I/> H +Ce, (9.3.2b)
Loo( E“ Loo( Z“ Loo( Z“
HL)“(YHH ’LXLLPLH ( < Ce, (9.3.2¢)
Leo(sy) Loo () Leo(sy) Loo ()
HXY“H HXLYuH < Ce, (9.3.2d)
Leo(sy) Leo(sy) Loo (s Loo ()

(9.3.2¢) — (9.3.2d)) also hold for all permutations of the vectorfield operators on the LHS ,

(9.3.2¢)
HLXXuH - (GLLX\II> H +Ce, (9.3.2f)
Loo(SH) Lo (SY)

L XX <GLLX\II> H + Ce. (9.3.2¢)

Lo (SH) Loo(SY) Lo (Sy)

L estimates involving one or two transversal derivatives of L’tsma”).

II«»@‘”<32L’smau>}|Lm gy S Ce, (9.3.3a)
XX H ”XXL H Ce. 9.3.3b
H (Smaib)[| oo ) (Smatb)|| o s +Ce ( )

Sharp pointwise estimates involving the critical factor Gp. Moreover, if 0 < M <
3 and 0 < s <t < T(Boot), then we have the following estimates:

’XMGLL(t u, ) — XMGLL(s,u,ﬁ)‘ < et — s), (9.3.4)
(X {GLLX\IJ} (t, u,9) — {GLLX\IJ} (s,u,ﬁ)‘ < Celt — 5). (9.3.5)

Furthermore, with L(pia) = O + 01, we have

1 o
Lu(ta u, 19) = EGL(Flat)L(Flat) (\D = O)X\I/(t, u, 19) + O(E), (9'3'6)
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where G1, o Lipran (Y = 0) is a non-zero constant.

Remark 9.1 (The auxiliary bootstrap assumptions of Sect. are now redun-
dant). Since Prop. in particular provides an improvement of the auxiliary bootstrap
assumptions of Sect. [9.1, we do not bother to include those bootstrap assumptions in the
hypotheses of any of the lemmas or propositions proved in the remainder of the article.

Proof of Prop.[9.3. See Sect. for some comments on the analysis. We must derive the
estimates in a viable order. Throughout this proof, we use the estimates of Lemma and
the assumption ([7.7.1) without explicitly mentioning them each time. We refer to these as
“conditions on the data.” Similarly, when we say that we use “the bootstrap assumptions,”
we mean the assumptions stated in Sect.

Proof of ((9.3.1a)-(9.3.1d): We may assume that the operator 2,>%? contains two factors of
X, since otherwise the desired estimates are implied by . To proceed, we commute
the wave equation (8.6.12) with X 2™ (0 < M < 2), and use Lemmas [8.4 and , the L>
estimates of Prop. [8.10, and the bootstrap assumptions to deduce that

’LX@MXW‘ < |z 4 | =My | ][A,X@M]\p[ + ‘[L,X@M]X@‘ . (9.3.7)
The L™ estimates of Prop. imply that the first two terms on RHS (9.3.7) are < e.

Moreover, using in addition the commutator estimate (8.5.7b) with f = U, we see that

’[A,X@M]W’ is < the first term on RHS (9.3.7) and hence < ¢ as well. To bound

~Y

[L, X ?M]| XU, we use the commutator estimate (8.5.6) with f = X ¥, Cor. and the

L% estimates of Prop. [8.10|to deduce ‘[L, X@M])#S | Z =M | 4 g | Z=MF220|. The

estimates of Prop. M and the bootstrap assumptions imply that | Z=M%10| < e, while

the bootstrap assumptions imply that e |2=M*%2¥| < . Combining these estimates, we

deduce that }L)v( PMX ‘Il‘ < e. Integrating along the integral curves of L as in and

using the previous estimate, we find that “XQMXQI))LW(Zu) < HX‘@MX\PHLOO(W) + Ce.
t 0

Using the previous estimate and the conditions on the data, and using (9.2.1) with f = U,
the L> estimates of Prop.[8.10] and the bootstrap assumptions to reorder the factors in the

operator X ZM X as desired (up to error terms bounded in || - | zoe(ze) by < €), we con-
clude the desired estimates ((9.3.1b)) and (9.3.1c]). Finally, we similarly reorder the factors in

LXPMX U and use the estimates ‘L)U(QM)U(‘I/‘ < e and (9.3.1D) to obtain ({9.3.1al).

Proof of (9.3.4)-(9.3.5) in the cases 0 < M < 1: It suffices to prove
)L)“(MGLL‘ , ‘LXM {GLLX@H <e, (9.3.8)

for once we have shown , we can obtain the desired estimates by integrating along the
integral curves of L from time s to ¢ (in analogy with ) and using the estimates .
To proceed, we first use Lemma to deduce that G, = f(y) and G, XT = f(y)X .
Hence, to obtain ((9.3.8)) when M = 0, we differentiate these two identities with L and use
the L> estimates of Prop. and the bootstrap assumptions. The proof is similar in the
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case M = 1, but we must also use the estimate HLX X \IIH - < g, which is a consequence
Loo(Sy
of the previously established estimate (9.3.1b]).

Proof of (9.3.6): We first use (2.11.1)), the fact that G, Grx = f(y) (see Lemma [2.19),
and the L estimates of Prop. to deduce that Lu(t,u,9) = 3[GL X P](¢,u,9) + O(e).

Since L° = Lipyyy = 1, L' = Ly + Ligman)> and Gag = Gag(V = 0) + O(¥), we can use
the L estimates of Prop. [8.10| to deduce that G'Lr(t,u, V) = GL 0 Ly (P = 0) + O(e).
Combining this estimate with the previous one and using (8.6.3al), we conclude (9.3.6]).

Proof of (9.3.2a)-(9.3.2¢): Let 1 < K < 3 be an integer. We commute equation (2.11.1))
with 275! and use the aforementioned relations G, Grx = f(y), the L*> estimates of
Prop. [8.10, and the bootstrap assumptions to deduce

LR < L |om Lo el |22 L 25 039)

We now show that the last two terms on RHS (0.3.9) are < e. We already proved | Z=KT110| <
e in Prop. [8.10L To bound [L, 2% ]u, we use the commutator estimate (8.5.6) with f = u,

the L> estimates of Prop. 8.10, and Cor. [8.11] to deduce that |[L, 2% ]u| < ‘@E’K]u‘ +

€ |Y§”SK—1?1M. The L™ estimates of Prop. |8.10| imply that )@E’K]u’ < &, while the boot-
strap assumptions imply that ¢ |V 27 <K~51u| < e as well. We have thus shown that

L2 g < % |zt {cuxu}|  +ce (9.3.10)

Leo(3f)
We split the remainder of the proof into two cases, starting with the case 275! = X. Using
the bound with s = 0 and M = 1 (established in the previous paragraph), we can
replace the norm ||-|| peo sy on RHS with the norm |[|-|| oo (zuy plus an error term that is
bounded in the norm |[|-|| e (suy by < Ce, which yields (0.3.24)). Integrating along the integral
curves of L as in , using the resulting estimate for |Lf‘f K ;IM” Lo () and using the

assumption T{poor) < 251, we conclude (9.3.2D). In the remaining case, 25! is not the

* )

operator X. That is, K > 1 and 27! must contain a P,—tangent factor, which is equivalent
to 2Kt = K1 Recalling that G, X¥ = f(y)X ¥ and using the estimates of Prop. 8.10

the bootstrap assumptions, and (9.3.1bf), we find that Hf&ﬂK?l {GLLXW}‘ - < e. Thus,
Loo(xu
in this case, we have shown that RHS (9.3.10)) < € as desired. Integrating along the integral
curves of L as in (8.6.11)) and using the estimate HLQ’;K?luHLw(Eu) < € just obtained, we
t
conclude that HKK;IHHLOO(W) < HQﬂK?luHLw(Eu) + Ce. All bounds in (9.3.2d)-(9.3.2¢) now
t 0
follow from the previous estimate and the conditions on the data except for the estimate
(9.3.2¢]) concerning the permutations of the vectorfields in (9.3.2¢)). To obtain the remaining

estimate (9.3.2¢]), we use the commutation estimate (8.5.6) with f = p, the L> estimates of
Prop. the estimate (9.3.2d)), and the bootstrap assumptions.

Proof of (9.3.3a) and (9.3.3b): We may assume that the operator 2.=32 in ({9.3.3a]) con-
tains two factors of X since otherwise the desired estimate is implied by (8.6.6bf). To

proceed, we express (2.12.8) in the schematic form )U(L’('Sma”) = f(y, ¢! dat, d2®) X T +




Stable Shock Formation
92

f(y, ¢7", dat, da?) PU +£(¢ ", da’, do?)dyr. We now apply PX to this identity, where P € 2.
Using Lemmas [8.4] and the L estimates of Prop. [8.10] the already proven estimates
(9.3.1b)), (9.3.2d)), and ({9.3.2¢)), and the bootstrap assumptions, we deduce that

‘PXXL@SM)‘ S|ZER0| + | 255y | + Y 255 ] + | 2] S e (9.3.11)

Also using the commutator estimate (9.2.1) with f = L%Small) to reorder the factors of the

operator PXX as desired up to error terms bounded in the norm | - || Le(zy) by S €, we
conclude (9.3.3a)). Moreover, a special case of (9.3.3a)) is the bound )LXX LéSmall)‘ < e

Integrating along the integral curves of L as in (8.6.11)) and using the previous estimate, we

conclude ((9.3.3b)).
Proof of (9.3.1d)) and (9.3.1¢): We commute equation (8.6.12) with XX and argue as in
the proof of (9.3.7) to deduce that

LXXXw| S 220 + | 2502y + (4 X K]0 + |LXX K0 - XXLXw|. (9312)

We clarify that the proof of (9.3.12)) requires the bounds |£¢£4¢ 7|, |[£xLedx| < 1, which
we obtained in the proof of Lemma Next, we note that the already proven estimates

(9:3:1) and (9-3:3a) imply that | 2542V, |Z=3%y| < e. Next, we use (9.2.2) with f =W
to bound the commutator term ‘[4&, XX]‘II‘ by < the first term on RHS (9.3.12)) (and hence
it is < € t00). Next, we use (9.2.1) with f = XU to deduce that ‘L)z')u()z'\lf - )z')V(LX'\I!‘ <

| Z5420| + £ | Z=*3V|. As we have mentioned, we already have shown that |Z=%2¥| <
€. Using the bootstrap assumptions, we also deduce ¢ |§’ff§4‘3\lf| < €. Combining these

estimates, we deduce that |LXXX \If‘ < ¢, which implies (9.3.1d)). Integrating along the
h

)

integral curves of L as in (8.6.11)) and using the previous estimate, we conclude the desired

estimate (9.3.1¢]).

Proof of (9.3.4)-(9.3.5) in the case M = 2: The proof is very similar to the proof given
above in the cases M = 0,1, so we only highlight the main new ingredients needed in the

case M = 2: we must use the estimates ‘LXXX\I/‘ < € and ’LX)U(L’('Sma”)’ < ¢ established

in (9.3.1d) and (9.3.3a]) in order to deduce (9.3.8)) in the case M = 2.

9.3.21)-(0.3.2g): We commute equation (2.11.1) with XX and argue as in the proof of
9.3.9) to obtain

L 11 o y . L .
LXXu| < S [XX {GuXu}|+ |22 + [LX X - XXLy|. (9.3.13)
Using the commutator estimate (9.2.1)) with f = p, the L* the estimates of Prop. [8.10]

and the already proven bound (9.3.2d]), we deduce that )LX)Z'LL - XXLH) Slyz=<tu| e

Next, we use (9.3.1D) to deduce that | 2;=%*¥| < e. Thus, we have shown that the last two
terms on RHS (9.3.13)) are < e. The remainder of the proof of (9.3.2f)-(9.3.2g)) now proceeds
as in the proof of (9.3.2a))-(9.3.2b)), thanks to the availability of the already proven estimates

(19.3.4)-(9.3.5)) in the case M = 2.
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10. SHARP ESTIMATES FOR 1

In this section, we derive sharp pointwise estimates for u and its derivatives that are far
more detailed than those of Sects. Rland [ We use these estimates in Sect. [[4 when we derive
a priori energy estimates. To close the energy estimates, we must have precise knowledge of
how p vanishes, which is the main information derived in Sect.

Many results derived in this section are based on a posteriori estimates in which the
behavior of a quantity at times 0 < s < t is tied to the behavior of other quantities at the
“late time” ¢, where ¢t < T{poo). For this reason, some of our analysis refers to quantities
q = q(s,u,;t) that are functions of the geometric coordinates (s, u,v) and the “late time
parameter” t. When we state and derive estimates for such quantities, s is the “moving”
time variable verifying 0 < s < ¢.

10.1. Auxiliary quantities for analyzing p and first estimates. We start by defining
some quantities that play a role in our analysis of .

Definition 10.1 (Auxiliary quantities used to analyze p). We define the following
quantities, where we assume that 0 < s <t for those quantities that depend on both s and
t:

s'=t

M(s,u,9;t) := / {Lu(t,u,¥) — Lu(s',u,9)} ds, (10.1.1a)
W, 9) = u(s = 0, u, ), (10.1.1b)
—~ L M (s,u,9;t)
M(s,u,0;t) = a.0) — MO ud0) (10.1.1¢)
Ly(t, u, )

W(Approz) (8, u, ;1) := 1+ = s+ M(s,u, U5 t). (10.1.1d)

(w,9) — M(0,u,9;t)

The following quantity captures the worst-case smallness of p along ¥¥. We use it to
capture the degeneracy of our high-order energy estimates.

Definition 10.2 (Definition of u,).
Wy (t, u) := min{1, r%hn (. (10.1.2)
t
Remark 10.1. It is redundant to take the min with 1 in ((10.1.2)) because p = 1 along Py;
we have done this only to emphasize that p, (¢, u) < 1.
We now provide some basic estimates for the auxiliary quantities.

Lemma 10.1 (First estimates for the auxiliary quantities). Under the data-size and
bootstrap assumptions of Sects. and the smallness assumptions of Sect. the fol-
lowing estimates hold for (t,u,?) € [0, T(Boot)) % [0,Up] x T and 0 < s < t:
((u,¥) =1+ O(e), (10.1.3)
(u,9) =1+ M(0,u,9;t) + O(e). (10.1.4)
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In addition, the following pointwise estimates hold:

Lus(t, u, 9) — Lis(s, 0, 0)] S 2(t — ), (10.1.5)
| M (s,u,d;t)], |M(s,u,19;t)] <e(t—s)? (10.1.6)
wis, u, ) = (14 O(€)) Uiapproz) (S, u, U5 t). (10.1.7)

Proof. (10.1.3)) follows from ([7.3.9a)) and ([7.7.1)). To prove (10.1.5), we note that (8.6.4b))

implies that |LLu| < e. Integrating this estimate along the integral curves of L from time

s to time t, we conclude (10.1.5). The estimate (10.1.4) and the estimate (|10.1.6)) for M

then follow from definition (10.1.1a)) and the estimate (10.1.5). ((10.1.6|) for M follows from
definition ((10.1.1¢|), the estimate (10.1.6)) for M, and (10.1.4)). To prove (10.1.7)), we first

note the following identity, which is a straightforward consequence of Def. [10.1}
w(s,u, ) = {f(u,d) — M(0,u,9;t) } Wapproz)(s, u, 3 t). (10.1.8)
The desired estimate ((10.1.7)) now follows from ((10.1.8)) and (10.1.4)).

O

To derive sharp estimates for i, we must distinguish between regions where p is rapidly
shrinking and regions where it is not.

Definition 10.3 (Regions of distinct u behavior). For each ¢t € [0,T(poot)), s € [0, 1],
and u € [0, Up|, we partition

[0,u] x T =Hpry Sypy (10.1.9a)
ov =My, vy (10.1.9b)
where
Lu(t,u',9)
(+Hpu . T il > 10.1.1

Vi { 0T S5y — M, = (10.1.108)

_ Lu(t, v, )
.= T ’ 10.1.10b
= {w e ) - TIORTR I (10:1:100)
B = {(s,u,9) € ¥ | (W, 0) € DV}, (10.1.10c)
O, = {(s,u,9) € ¥ | (u,9) € DV} (10.1.10d)

Remark 10.2 (Positive denominators). Our analysis shows that the denominator (v, J)—
M(0,4/,9;t) in (10.1.10a)-(10.1.10b)) remains strictly positive all the way up to the shock
in the solution regime under consideration. We include the denominator in the definitions
(10.1.10a)-(10.1.10b)) because it helps to clarify the connection between the sets (FVp, (v

and the parameter k defined in (10.2.4)).

10.2. Sharp pointwise estimates for p and its derivatives. In the next proposition,
we derive sharp pointwise estimates for p and its derivatives.

Proposition 10.2 (Sharp pointwise estimates for u, Lu, and Xu) Under the data-
size and bootstrap assumptions of Sects. and the smallness assumptions of Sect.
the following estimates hold for (t,u,) € [0, T(Boot)) % [0,Us] x T and 0 < s < t.
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L
Upper bounds for [ Eh
L
H[ . <. (10.2.1)
Ko llpeey
Small u implies Ly is negative.
1 1.
w(s, u, ) < 1= Lu(s,u,d) < —16*. (10.2.2)
Upper bound for %
[Xu]-‘r c
< (10.2.3)
| [ Loo(5¥) 1/ T(Boot) - S

Sharp spatially uniform estimates. Consider a time interval s € [0,t] and define the
(t,u—dependent) constant K by

: Lu(t,u',9)
= foo , 10.2.4
: (u/,ﬂ)le%ﬂ,u]x'ﬂ' w(u',9) — M(0,u,9;t) ( )

and note that k > 0 since Ly vanishes along the flat null hyperplane Py. Then

te(s,u) = {1+ O(e)} {1 — ks}, (10.2.5a)
{1+ 0EA) K, if k> e,
MLl e sy = {0(51/2)7 ifx < JE (10.2.5b)
We have
kK < {1+ 0(e)} s, (10.2.6a)

Moreover, when u = 1, we have
k={1+0(e)}5,. (10.2.6b)

Sharp estimates when (u',9) € V. We recall that the set DV is defined in (10.1.10al).
If 0 < 51 < s9 <'t, then the following estimate holds:

9
qup M) (10.2.7)
(w9)etvn H(sy, W', 0)

In addition, if s € [0,1] and (DXL, is as defined in (10.1.10d)), then we have

inf uw>1-_Ce. (10.2.8)
(+)Zg;t
In addition, if s € [0,t] and H)Egt is as defined in (10.1.10c|), then we have
Lyu|_
H& < Ce. (10.2.9)
B llpeeome)
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Sharp estimates when (u/,9) € (VY. Assume that the set V" defined in (10.1.10D)) is

non-empty, and consider a time interval s € [0,t]. Let x > 0 be as in (10.2.4). Then the
following estimate holds:

v
sup H(S%Ua )

0<s1<s9<t H(Sb u, "9)
(u' eIV

<1+ Ce. (10.2.10)

Furthermore, if s € [0,t] and (*)Eg;t 15 as defined in (10.1.10d|), then the following estimate
holds:

LW s < C (10.211)
Finally, there exists a constant C' > 0 such that if 0 < s <'t, then

{1+ Ce'?}k, if x> /E,

Ly || jocioysu y < 10.2.12
n[mwu(uaﬂ_{cé@ oo (10.2.12)

Approzimate time-monotonicity of 1, (s,u). There exists a constant C' > 0 such that
if 0 < 51 < s9 <t then

w (s, u) < (1+ Ce)py (sg, 1). (10.2.13)
Proof. See Sect. for some comments on the analysis.

Proof of (10.2.1)): Clearly it suffices for us to prove that for (s, u,9) € [0,t] x [0, Up] x T, we
have [Lu(s,u, )]+ /u(s,u,9) < C. We may assume that [Lu(s,u, )], > 0 since otherwise
the desired estimate is trivial. Then by (10.1.5)), for 0 < s’ < s <t < T{poory < 251, we have
that Lu(s',u,d) > Lu(s,u, ) — Ce(s — ') > —Ce. Integrating this estimate with respect
to s’ starting from s’ = 0 and using (10.1.3)), we find that u(s,u,9) > 1—Ces > 1 — Ce and
thus 1/u(s,u,9) < 1+ Ce. Also using the bound |Lu(s,u, )| < C (that is, (8.6.4a))), we

conclude the desired estimate.

Proof of (10.2.2): By (10.1.5), for 0 < s < t < T(poory < 20, ", we have that Lu(s, u,) =
Lu(0,u,9) + O(e). Integrating this estimate with respect to s starting from s = 0 and

using ((10.1.3)), we find that w(s,u,v) = 1+ O(e) + sLu(0,u, ). It follows that whenever
n(s,u,9) < 1/4, we have Lu(0,u,9) < —35,(3/4 + O(e)) = —25, + O(e). Again using
10.1.5)) to deduce that Lu(s,u,d) = Lu(0,u,d) + O(e), we arrive at the desired estimate
10.2.2)).

Proof of (10.2.6a) and (|10.2.6b)): We prove only (|10.2.6b)) since ((10.2.6a)) follows from

nearly identical arguments. Above we showed that for 0 < ¢ < Tigoe) < 251, we have

* )

Lu(t,u,9) = Lu(0,u,d) + O(e). Moreover, equation (2.11.1) and Lemma [2.19) imply that
Ly = %GLL)U(\I/ +f(y)PW. From this relation and the L estimates of Prop.|8.10, we deduce
that Lu(0,u,?) = %[GLL)V(\IJ](O,u,ﬁ‘) + O(e). In addition, from ((10.1.4)), we deduce that
((u, ) — M(0,u,9;t) = 1+ O(e). Combining these estimates and appealing to definitions

(7.3.2) and ((10.2.4)), we conclude ((10.2.6b)).
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Proof of ((10.2.5a) and (10.2.13]): We first prove (|10.2.5a)). We start by establishing the
following preliminary estimate for the crucial quantity k = k(¢,u) (see (10.2.4))):

tk < 1. (10.2.14)

We may assume that k > 0 since otherwise the estimate is trivial. We now use
and Def. with s = ¢ to deduce that there exists u, € [0,u] such that p(t,u.,v) =
(1 4+ O(e))iapproz) (t, us, 95t) = (1 + O(e))(1 — kt). Similar reasoning yields that for all
u' € [0,u], we have u(t, v, 9) > (1+O(e))(1—«t). Consequently, we conclude from Def.
that w,(t,u) = (1 + O(e))(1 — kt). Since (¢, u) > 0 by (BAp > 0], we conclude

Having established the preliminary estimate, we now let (s,u., ) € X% be such that
(s, Uy, ¥y) = mingy g)ejo,uxT K(s, u',J), where 0 < s <. Using ((10.1.1d}), (10.1.8]), (10.1.4),
and , we deduce that the following estimate holds:

i(s, . 0,) = (1+0(c)) {1 R AT

If Kk =0, then RHS (10.2.15) > 1 + O(¢), and the desired estimate ((10.2.5a)) follows from
Def. [10.2| It remains for us to consider the case k > 0. From ((10.2.15]), we deduce that

i "9)=(1+0 1-— O(e)(t —5)*}. 10.2.16
o mn (s, 0) = (1+0() {1—ks+0(e)(t—5)*} ( )

We will show that the terms in braces on RHS ((10.2.16|) verify
1—ks+O()(t—s)* = (1+1f(s,u;t)) {1 — ks}, (10.2.17)

where
f(s,u;t) = O(e). (10.2.18)
The desired estimate (10.2.5a)) then follows easily from (10.2.16)-({10.2.18). To prove (10.2.18)),
we first use ([10.2.17)) to solve for f(s, u;t):
O)(t—s)* _ Oe)(t—s)?
1—ks 1—«kt+k(t—s)

f(s,u;t) = (10.2.19)

We start by considering the case k < (1/4)6* Since 0 < 5 <t < T(Boot) < 28;1, the
denominator in the middle expression in ((10.2.19)) is > 1/2, and the desired estimate (10.2.18|)

follows easily whenever ¢ is sufficiently small. In remaining case, we have k > (1/4)5,. Using

(10.2.14)), we deduce that RHS (10.2.19) < %O(s)(t —s5) < 055*‘2 < ¢ as desired.
Inequality (10.2.13]) then follows as a simple consequence of ({10.2.5al).

Proof of and : To prove ((10.2.5b)), we first use to deduce that
for 0 < s <t < T(poory and (v,0) € [0,u] x T, we have Lu(s,v',9) = Lu(t,v',9) +
O(e)(t — s). Appealing to definition (10.2.4)) and using the estimate (10.1.4)), we find that
L=l po(sey = &k + O(e(t = s)). If Ve < k, then since 0 < s < t < Tigoory < 25,1,
we see that as long as ¢ is sufficiently small relative to ZOS*, we have the desired bound
K+ Ot —s) = k+ O(e) = (1 +O(e/?)k. On the other hand, if k < /&, then similar
reasoning yields that [|[Lp]_|[; (s = K+ O(e(t = 5)) = O(V/e) as desired. We have thus

proved ({10.2.5b]).

The proof of (|10.2.12)) is similar and we omit the details.
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Proof of : We fix a time s with 0 < s < T{poo) and a point p € X with geometric
coordinates (s, %, ). Let ¢ : [0,u] — ¥ be the integral curve of X that passes through p
and that is parameterized by the values u’ of the eikonal function. We set F'(u') := po ¢(u)
and F(u) = %F(U) (X) o ¢(u'). We must bound ([th /u) , = [F(@))+/F(@). We
split the proofv into three cases that exhaust all possibilities. In the first case, we assume
that F'(u) = X[, <0. Then [F(u)];/F(u) = 0 < RHS as desired. In the second

case, we assume that F'(u') > 0 for v’ € [0,u]. Then since F'(0) = 1 (because the solution
is trivial in the exterior of the flat null hyperplane Py), we have that F(u') > F(0) = 1

for v € [0,u]. Also using the bounds I o (5w, ||XH.||LOO(21;) < C (that is, and
(9.3.2h)), we deduce that [F()],/F (%) < C < RHS as desired. In the final case,
we have F'(@1) = X/, > 0 and there exists a largest number u, € (0, %) such that F(u,) = 0
(and hence F'(u') > 0 for v’ € (u,,u]). We will use the following estimate for H(ariny (s, 1) =
min ., g)ejo,uxt K(s, 1", 1), which holds for all 0 < s <t < Tipeor) and v’ € [0, u):

Hoariny (s, u') > max {(1 — Ce)k(t —s),(1 — Ce)(1 — ks)}. (10.2.20)

We prove (| m below in the last paragraph of the proof.
To proceed, we set H := sup Mo 0 X X i. By the mean value theorem, we have H > 0
oot)’

(since F(7) > 0 and F(u,) = 0). Moreover, by (9-3.2g), we have H < C. In the next
paragraph, we will use the mean value theorem to prove that at the point p of interest, we
have

b= B > (/)XW /H. (10.2.21)

Rearranging (10.2.21)), we find that [Xp], < 2HY2,/iT— H(azin) and thus the following bound
holds at p:

X \Ya in
& < 2H1/QM. (10.2.22)
[ [

We now view RHS (|10.2.22)) as a function of the real variable p (with all other parameters
fixed) on the domain [p(asin),00). A simple calculus exercise yields that RHS ((10.2.22)
< H'Y?/ /itim). Combining this estimate with (10.2.20) and using the aforementioned

X
bound H < C, we deduce that [ E]+|p < C’min{l/(Kl/2(t s)Y3),1/(1 1/2} If

[X e

b <

k < (1/4)8,, then 1 — ks > 1 — (1/4)8*T300t > 1/2, and the desired bound
C < C’/Tl/2 < C/(T(Boory — $)/* < RHS | (10.2.3) follows easily from the second term in

Boot)
the min. If k > (1/4)8,, then 1/k < C, and using the first term in the min, we deduce that

X
A t — )2, Since this estimate holds for all ¢ < T{g,e With a uniform constant
(Boot)

m <
C, we conclude (|10.2.3]) in this case. .
To prove the bound ((10.2.21)) used above, we set uy := u—(1/2)F(u)/H and use the mean

value theorem to deduce that for «’ € [uy, 7], we have F(7) — F(u') < H(@—u') < (1/2)F ().
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Thus, we have

Fu') > ZF(), for v’ € [uy, ). (10.2.23)

N | —

Again using the mean value theorem and also (10.2.23)), we deduce that F(u) — F(u;) >
(1/2)F (@)(@—w;) = (1/4)F?(@)/H. Noting that the definition of p(asin) implies that F(u;) >
K Mm)(s, u), we conclude the desired estimate .

[t remains for us to prove ((10.2.20)). Reasoning as in the proof of ((10.2.15))-(10.2.18]) and
using , we find that for 0 < s <t < T{poo) and v’ € [0, u], we have Wiz (s,u’) >
(1—Ce){l —ks} > (1 —Ce)k(t — s). From these two inequalities, we conclude the desired

bound (|10.2.20)).

Proof of (10.2.10): A straightforward modification of the proof of (10.2.5a]), based on
replacing « in (10.2.15)-(10.2.17) with Lu(¢,«’,v) and using the estimate (10.1.4)), yields
that for 0 < s <t and (v/,9) € V¥ we have u(s,u’,9) = {1+ O(e)} {1 — Lu(t,u',9)s}.
The estimate then follows as a simple consequence.

Proof of (10.2.7), (10.2.8), and (10.2.9): By (10.1.5), if (v/,9) € PV¥ and 0 < s < T goor),
then Lu(s,u,9) > —Ce. Integrating this estimate with respect to s from 0 to ¢ and using
(10.1.3), we find that if 0 < s < T(geer) and (v, 9) € IV, then u(s, v/, ) > 1—Ce(l+s) >
1 — Ce. Moreover, from (8.6.5a), we have the crude bound w(s,u’,9) < C. The desired
bounds ((10.2.7)), (10.2.8]), and ((10.2.9) now readily follow from these estimates.

Proof of (10.2.11): By (10.1.5), if («/, ) € TV and 0 < s < t < T(poot), then [Lpl, (s, v/, 9) =
[Lu]4(t,u',9) + O(e) = O(¢e). The desired bound (10.2.11f) thus follows.

O

10.3. Sharp time-integral estimates. In Prop.[10.3] we use the sharp pointwise estimates
of Prop. to derive sharp estimates for time integrals involving powers of u;!. The
time-integral estimates are a primary ingredient in the Gronwall-type argument that we use

to derive a priori energy estimates (see Prop. [14.1)), which are degenerate with respect to
powers of p; ! at the high orders (see inequality (14.1.1a)). The estimates of Prop.

directly influence the degree of u; '—degeneracy found in our high-order energy estimates.

Proposition 10.3 (Fundamental estimates for time integrals involving p™!). Let

W (t,u) be as defined in (10.1.2)). Let
B>1

be a real number. Under the data-size and bootstrap assumptions of Sects. and the
smallness assumptions of Sect. the following estimates hold for (t,u) € [0,T(poot)] X
[O, Uo] N

Estimates relevant for borderline top-order spacetime integrals. There exists a con-
stant C' > 0 such that if B\/e < 1, then

EE -l e sy 1+C\/E
D gs < — T IVE =By
/s:o WBs,u) - B-1 SIUR

(10.3.1)
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Estimates relevant for borderline top-order hypersurface integrals. There exists
a constant C' > 0 such that

¢ 1 1+CVe | g
LR oo omy,) /80 WB(s.0) ds < —p— (). (10.3.2)

Estimates relevant for less dangerous top-order spacetime integrals. There exists
a constant C' > 0 such that if By/e <1, then

t 1 1
—_— < _ 1=B . 0.
Z;nfwwom“‘c{b+3—i}”* (t,u) (10.3.3)

Estimates for integrals that lead to only In ;' degeneracy. There exists a constant
C > 0 such that

E L~ || oo (su

/ It Ny < (14 CVE) Inp;  (tu) + CVE. (10.3.4)
s=0 IJ.*(S7U>
In addition, there exists a constant C' > 0 such that
t
1

ds < C{lnpu ' (t,u)+1}. 10.3.5
Joairm =€ e 1) 1033

Estimates for integrals that break the p,' degeneracy. There exists a constant C >
0 such that

t
1
/ —— ds<C. (10.3.6)

=0 w2 (s,u)

Proof. Proof of ((10.3.1)), (10.3.2)), and ({10.3.4)): To prove ({10.3.1]), we first consider the case

K > /¢ in ([10.2.5b)). Using ((10.2.5a]) and (10.2.5b]), we deduce that

ENL) - oo s !
/ Il :LL(!LU)@” ds = (1+ (’)(51/2))/ ﬁd‘s (10.3.7)
s=0 * \9)9 s=0 -
1+ 0(Y?) 1 1+0E?) | p
< =
B B (e 5o W ()

as desired. We now consider the case k < /¢ in ((10.2.5b]). Using ((10.2.5a) and ((10.2.5b)

and the fact that 0 < s <t < T(poor) < 25;1, we see that for e sufficiently small relative to
d., we have

t L] |0 s ¢ 1
/ i ]]3 I (Es)dsgCel/Q/ s (10.3.8)
seo  MB(s,u) s=0 (1 — Ks)
1
< e
1_k)F1-B_1™ (8, )

as desired. We have thus proved (|10.3.1)). The estimate (10.3.4)) can be proved in a similar
fashion; we omit the details.
Inequality ((10.3.2) can be proved in a similar fashion with the help of the estimate

(10.2.12); we omit the details.

S 051/2
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Proof of ((10.3.3)), (10.3.5)), and (10.3.6)): To prove ([10.3.3)), we first use ([10.2.5a)) to deduce

' 1 ' 1
/s() () ds < C O —wo)F ds. (10.3.9)
We first assume that k < (1/4)3,. Then since 0 < ¢ < T Boot) < 257!, we see from (10.2.5al)
that w,(s,u) > (1/4) for 0 < s < t and that RHS ([0.3.9) < Ct < C8;' < C < Cul=B(t, u)
as desired. In the remaining case, we have k > (1/4)*, and we can use and the
estimate 1/k < C to bound RHS by

< g 1 ! <

S~ KkB-1(1-«x)F 1~ B-1

wl=B(t,u) (10.3.10)

as desired.

Inequalities and can be proved in a similar fashion; we omit the details,
aside from remarking that the last step of the proof of relies on the trivial estimate
(1— k)10 < 1.

O

11. POINTWISE ESTIMATES FOR THE ERROR INTEGRANDS

Recall that if 2V is an N*"—order P,—tangent vectorfield operator, then 2NV solves
an inhomogeneous wave equation of the form (2N W) = F. In this section, we start by
identifying the difficult error terms in §; see Sect. [[1.1] The difficult terms are products
that contain a factor involving certain top derivatives of the eikonal function; we have to
work hard to control these products in the energy estimates. The remaining terms have a
structure that we call “Harmless<"” (see Def. and are easy to control. Next, we derive
pointwise estimates for the difficult products. After deriving some preliminary estimates, we
provide the main result in this direction in Prop. [[1.1I0] Finally, in Sect. [[1.6] we derive
pointwise estimates for the error terms Z?Zl (T)‘B(i) on RHS , which are generated
by the deformation tensor of the multiplier vectorfield T

The following definition encapsulates error term factors that are easy to bound in the
energy estimates. Most factors that arise in our analysis are of this form.

Definition 11.1 (Harmless terms). A Harmless=Y term is any term such that under
the data-size and bootstrap assumptions of Sects. [7.4] and the smallness assumptions of
Sect. , the following bound holds on Mr,,, . v, (see Sect. regarding the vectorfield

operator notation):
|Harmless="| < |2V + | 25N y| + |@£17N]X’ : (11.0.1)
In the next lemma, we provide L™ estimates for Harmless=Y terms.

Lemma 11.1 (L>™ estimate for Harmless=® terms). Under the data-size and bootstrap
assumptions of Sects. and the smallness assumptions of Sect. the following point-
wise estimates hold for the terms Harmless<® from Def. on M0 Uo

|Harmless="| S e. (11.0.2)
Proof. The estimate (11.0.2)) follows directly from the L* estimates of Prop. [8.10} O
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11.1. Identification of the key difficult error term factors. In the next proposition,
we identify the products that are difficult to control in the energy estimates.

Proposition 11.2 (Identification of the key difficult error term factors). For 1 <

N <18 in (11.1.1a) and N < 18 in (11.1.1b)), we have the following decompositions:
O,(YNTLLW) = (47 0) - (wdY N Mtryx) + Harmless=", (11.1.1a)
O,(YNW) = (XU)Y Vtrgx + p(d7 0) - (udY ¥~ tryx) + Harmless=". (11.1.1b)

Furthermore, if N > 2 and PN is any N** order P,—tangent operator except for YN=1L or
YN, then

O0,(2NV) = Harmless=". (11.1.1¢)

We provide the proof of Prop. in Sect. In Sects. 11.3] we establish some
preliminary identities and estimates. As in Sect. [0 we use the Riemann curvature tensor of

g to aid our calculations.

11.2. Preliminary lemmas connected to commutation. We start with lemma that
provides an identity for the curvature component try%y ., . It is an analog of Lemma .

Lemma 11.3 (An expression for try%Zy ;). Let Zaper be the Riemann curvature tensor
from Def. . Then the curvature component tryRs. ;. = (§~ ') - #x.;. can be expressed as
follows, where all terms are exact except for f(---):

(1, By, — % (UGt gL + G - 4K — i PLXT — pGyx AT (11.2.1)
b (XU - g (X

1 9
+3 {Gthr¢xX Ut ptrgx @ - qW — ptrgx @ - d‘l’}
+f(zvgilvdxl7dx2>ZW)P\D'

Proof. Lemma, follows from inserting the schematic relations provided by Lemma [2.19
into the identities derived in [59, Lemma 15.1.3]. We therefore do not provide a detailed
proof here. We remark that the main ideas behind the proof are the same as those of
Lemma . In particular, the main idea is to contract the curvature tensor %4, given by
(6.1.7)), against X1Lo(¢~1)" and to use Lemmas m and [2.19| to express the RHS of the
contracted identity in the form written on RHS (|11.2.1]). O

We now use Lemma m to derive an identity for X tryx.

Lemma 11.4 (An expression for X tryx in terms of other variables). )v(trgx can be
expressed as follows, where the first term on the RHS is exact and the terms f(---) are
schematic:

Xtrgx = A+ 1y, L ot 422 PX + £y, ¢, di', da?) PPY (11.22)
+1(v, XU, Py, ¢ da', da?) - (Py, V', Voa?).
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Proof. We start with the following analog of ((6.2.5)). The proof is similar but is slightly more

computationally intensive due in part to the fact that [X, 0] # 0 (see [59, Lemma 15.1.4] for
detailed computations):

Xtrgx = Ap+ try V(o) — tryZy . (11.2.3)
- O O i — Sty — (Lu)tigx — w(tx)® + tryx(ptrgh ).

We now substitute RH%D for the third term on RHS and u,
(2.11.1)), (2.12.34), and (2.12.3b)) to substitute for tryx, Ly, ¢, and £ on RHS (11.2.3)). The
only important observation is that the two u~!—singular products on the second line of
RHS (generated by the term —tryZ ., on RHS ) are, in view of the expres-
sion for ((Trans—¥)# exactly canceled by the corresponding terms p—!(Trans=¥)# .
gTrans=¥) and p-tgTrans=¥)# . du (generated, in view of equation (2.12.3a)), by the products

u(# - ¢ and ¢ - dp on RHS (11.2.3)). Also using Lemma [2.19, we arrive at the desired
expression ([11.2.2)). O

We now derive higher-order analogs of Lemma [11.4]

Lemma 11.5 (The only non-Harmless=" term in ,@N_l)z'trjx). Assume that 1 < N <
18. Under the data-size and bootstrap assumptions of Sects. and the smallness as-
sumptions of Sect. the following estimate holds on Mt .\ v (see Sect. regarding
the vectorfield operator notation):

PV K - AV

Proof. We start by applying V-1 to (11.2.2). We then decompose the first term as
PN A = APV 4 [PN-1 Alp. We put the principal term AV~ on LHS (11.2.4)),
while to bound |[¢@N*1, A]u‘ by < RHS (11.2.4)), we use the commutator estimate (8.5.2b)
with N — 1 in the role of N and f = p, the L™ estimates of Prop. [8.10, and Cor. To
deduce that the 2V=1 derivative of the remaining terms on RHS (11.2.2)), with the excep-
tion of terms involving ¥#! and ¥ z2, are bounded in magnitude by < RHS (11.2.4), we
use Lemmas and and the L™ estimates of Prop. [8.10, We now bound the £?V~!
derivative of the terms on RHS involving derivatives of Yz! and ¥’22. We first
show that |X72w1‘ < |22<'y|. To this end, we note that inequality and the argument
given just below it imply that | V72| < |dY2!| + |dz’||Yy|. The desired bound now follows
from the previous inequality, Lemma [8.4] and the L> estimates of Prop. We now show

that for 1 < M < N — 1, we have ‘ﬁ%WQxZ < |22=M*1ly|. To this end, we first decompose
LUt = VP PMai 1 [, WP)ai. Next, using (8.1.2), we deduce ¥V M| < [ gt M+l
Using Lemma we bound the RHS of the previous inequality by < ‘?/_’SM “y‘ as desired.
To deduce that |[£Y, ¥*]2!| < | 2<M+1ly| we also use the commutator estimate with
f = 2' and the L* estimates of Prop. We have thus shown that for 0 < M < N — 1,
we have |£5 ¥ x| < | 2<M+1y| Combining the previous inequality with the L* estimates

of Prop. [8.10 we find that the 22V~ derivative of the products on RHS ([11.2.2)) involving a

factor ¥z’ are bounded in magnitude by < RHS ([11.2.4). We have thus proved the lemma.
|

S|ZEV| + | 2Ny | e | 2Ny (11.2.4)
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11.3. The important terms in the derivatives of 7 and (Mx. The most difficult
terms in our energy estimates depend on the “top-order non—L—involving derivatives” of
the eikonal function quantities, which appear in some frame components of the top derivatives
of the deformation tensors (X7 and M. In the next lemma, we identify the difficult terms.

Lemma 11.6 (Identification of the important top-order terms in X7 and 7).
Under the data-size and bootstrap assumptions of Sects. and the smallness assump-
tions of Sect. the following estimates hold on Mr, .\ v (see Sect. regarding the
vectorfield operator notation,).

Important top-order terms in . We have

PV Ky D - 2p PN S | ZEVHN| o |2V | 42 [ 20Vy], (1131)
0, || — 87 65—
(11.3.1b)

S| 2N 4 | 20y e | Py
Important top-order terms in Vr. We have
roh + (AP Y
S iﬁzﬂﬂ 1@1 + |20y + e |l

g — 20 APV 1y (11.3.2a)

AR UL

Ty 2N My + pAe@N’lu}’ ,
(11.3.2b)

2570+ (BN Y [, 2570 g — 2007 2% gy
5 ‘%{SN—‘FI;]'\IJ‘ + ’%SNJY‘ + ¢ "@#ELN}I‘ X

Above, within a given inequality, the symbol PVN~' on the LHS always denotes the same
order N — 1 P,—tangent vectorfield operator.

Proof. See Sect. for some comments on the analysis. We first prove , starting
with the estimate for ‘ DL O (A@N_lu)Y‘. We apply £5 'L to the g—dual
of . Note that x = trzxg. The principal top-order term is generated when all
derivatives fall on tryx in the product —tryxY". The top-order product of interest is therefore
—(@N*1Xtrgx)Y. Using (11.2.4), Lemma , and the L™ estimates of Prop. , we see
that this top-order product is equal to —(APY'u)Y (whose negative is found on LHS

(11.3.2a))) plus an error term that is < RHS as desired. Also using Lemma [8.F]
we deduce that the remaining terms in the Leibniz expansion of —¢Z,_1¢X(tr¢xY) are S
RHS . Using Lemma [2.19] E we see that the remaining terms on the g—dual of RHS
are of the form f(y, ¢!, dz', dx?)PV. Hence, their ¢y "Ly = ;1 derivatives
can be bounded by < RHS m via the estimates of Lemmas M and , and the L>
estimates of Prop. . We have thus proved the desired estimate. The proof of for
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’QZN -1X try Vit — 2pA PN _111‘ follows similarly from the identity (2.15.4d)) for )%, and the

proof of follows similarly from the identity 1D for (!); we omit the details.

To prove for ‘QN’ldiﬁ(Y)ﬁf + Y PN Mryx |, we apply 2V 1dif to the g—dual
of . As in the previous paragraph, the principal top-order term is generated when
all derivatives fall on tryx in the product —tryxY. The top-order product of interest,
found on LHS (11.3.2D)), is therefore —(d2Vtryx) - Y = Y 2V tryx. Using the identity
dixY = (1/2)tr;Vf = ¢~ £, ¢, we see that the remaining terms in the Leibniz expansion of
— PN difr (tryxY) are S Z ‘L@Nltrij‘ ‘ﬁ%Y‘—F Z ‘@Nltr¢x‘ ¢,];2ﬁ71 ¢]}3¢ .

N1+N2<N N1+No+N3<N
Ni<N-1 N1<N-1

We now bound these terms by < RHS ([11.3.2b) via the estimates of Lemmas and and
the L>° estimates of Prop.|8.10, Using Lemma [2.19] we see that the remaining terms on the

g—dual of RHS (2.15.4b)) are of the form f(y, ¢!, dz', dz?)P¥. To bound their L2V~ 1dif
11.3.20)

derivatives by < RHS ( , we use the same arguments given in the previous paragraph
with the minor new addition that we also need the bound |2V ~1¥*2?| < |22=Ny| obtained
in the proof of Lemma We have thus obtained the desired result. The proof of ({11.3.1b)

for ’ﬁf;ﬁld#tr‘j(mﬁ— 2¢Z#9N’1tr¢x‘ is based on the identity (2.15.3d) for (" and is simi-

lar but simpler. The proof of for ’@Nﬁldiﬁ(y)ﬁﬁ — {ngZN’ltryx + pﬁ@Nﬁlu}‘
follows similarly from equation (2.15.4c) with one minor new addition. The new addi-
tion is that we must address the terms 22V ~!(pAw) arising from the second product on
RHS . The principal top-order term occurs when all derivatives fall on Ap and
we commute PN~ past A; this top-order term is found on LHS . The remain-

ing terms in the Leibniz expansion for 22V=1(p are < Mol | PNl +
g p 25 ~ H

N1+N2<N+1
N1<N—-1,1<N2<N

Z {@N1p| |[4A, @N2]u|. The first sum can be bounded by < RHS ([11.3.2b]) by using

N1+No<N-1
the arguments given above and the fact that p = f(y)y (see Lemma [2.19)), while to bound
the second, we also need to use the commutator estimate (8.5.2b)) with f = w. The proof

of (11.3.2b) for ’ ];_ld#(y)ﬂL;{ + (A@N_IH)Y‘ follows similarly from the identity (2.15.4a))
for (Y)WLX and the trivial identity —Y'u = =Y - du relevant for the term on the RHS of
the identity. The proof of (11.3.1b) for |2V *diﬂ”ﬁ; — APN _111‘ follows similarly from

the identity (2.15.3b) for D). The proof of (11.3.2B)) for ‘ N Ot — de#(@N_ltrgx‘
follows similarly from the identity (2.15.4d)) for (. U

The top derivatives of @7 and ) involving at least one L differentiation and the below
top derivatives of Y and (V)7 lead to negligible error terms in the energy estimates. In the
next lemma, we derive the relevant pointwise estimates that will allow us to establish this
fact.

Lemma 11.7 (Pointwise estimates for the negligible derivatives of )7 and 7).
Assume that 1 < N < 18 and let P € & = {L,Y}. Under the data-size and bootstrap
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assumptions of Sects. and the smallness assumptions of Sect. the following esti-

mates hold on Mr,,, . vy:

‘,@SNflLtry( ) ) <N 1¢L(P¢L <N 1¢L ﬁ#‘
(11.3.3)
S |2 4 [ 25Ny 4 |2y
Moreover, the following below-top-order estimates hold:
| PN (P | =N UP) Ol S TP 1S 1(P)7/f#‘ (11.3.4)

S 122000+ | 2y + | 2y

Proof. See Sect. for some comments on the analysis. We first prove ((11.3.3). From
Prop. 2.18] equation (2.11.1)), and Lemma [2.19] we see that the deformation tensor compo-

nents trﬁ(P)yf P sy oo (P)ﬁf( on LHS ([11.3.3)) are schematically of the form

fy, g7 da', da®) PU + £y, ¢~ ', da?) X0 + £y, 7 da da®Yorgx + £y, 1 dat, d®) .

We now apply ¢<N 1¢L. If all derivatives fall on trzx, then we use to bound
P<N-1Ltryx and we bound the remaining factors multiplying Z2<N~!Ltryx by < 1 via
Lemmas [8.4] and [8.5] and the L> estimates of Prop. 8.10] Similarly, if all derivatives fall on
du, we bound d2<N-!1Lu with and we bound the remaining factors the remaining
factors multiplying 42<"~'Lu by < 1. If most (but not all) derivatives fall on tryx or du,
then we bound all terms using the above arguments and also . If most derivatives
fall on PU or X, then we bound these factors by the first term on RHS and use
the above arguments to bound the remaining factors by < 1.
The proof of is similar but simpler and we therefore omit the details.
O

11.4. Proof of Prop. [11.2] We now use the previous results to establish Prop. [11.2] See
Sect. [8.2] for some comments on the analysis. Throughout the proof, we silently use the
definition of H armless =N terms from Def. [11.1] and the estimates of Lemma [11.1, We give
a detailed proof of and then at the end, we sketch the minor changes needed to
prove . To condense the notation, we deﬁne the following commutation vectorfield
(2)7 W], which is just alternate notation for the term in braces on RHS :

D] .= Drob g0 — %trg(Z)W@a\If. (11.4.1)
Iterating (4.0.2), using Oyg)¥ = 0, and using the estimate ||<@§9tr¢(y)7rHLoo(Z?) < e (which
follows from ([2.9.3)), (8.4.1a)), and the L> estimates of Prop. |8.10)), we find that
Wye0) (YY) = YN (g Y)7 *[W]) + Error, (11.4.2)
where
|Error| < > (1 + [Y Mty O]) [V ™2 (w27 ey ¥ u)| . (11.4.3)

N1+No+N3<N-1
N1,No<N—-2
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We first analyze the main term YV~! (u_@o(lyya[‘lf]) on RHS ([11.4.2)), which contains all of
the top-order derivatives of the eikonal function quantities. By (4.0.6] - we may equivalently

Y) (v
analyze YN~ 1%/7(r Danger) | ¥] + Y jif(ﬂ Cancer—1) ]+ -+ Y 1JK(LOZU [P]. We argue one
term at a time.
Analysis of YV~ e}i/(ﬂ panger | ¥]- By ([£.0.74)), we have
YV e [ == > (YNdig )y X W, (11.4.4)

Ni+No=N—1

We first consider the case Ny = N —1. Inequality and the first inequality in
yield that —(YN~'dix M) XU = (Y Ntryx) XU + Harmless<Y, which in particular yields
the desired first product on RHS To show that the remaining summands are
Harmless<N, we again use the first inequality in (11.3.2b)) (now with N; + 1 in the role of
N) to deduce that (YN dig O )y 2 X ¥ = (YNIHtrgx)YN?)V(\II—F (Harmless<N\ )Y N X0 +
O(e)YM2XW. Since N, < N — 2, (84.1a) implies that YN +ltryx = Harmless<NM1+2 <
Harmless<N. From these estimates and the L> estimates of Prop. m we easily conclude
that (YN dig® )Y N X0 = Harmless<N as desired.

Analysis of YV~ 1,%/(7r Cancel— 1)[\11]. From (4.0.7b)), we have
YN

(m— Cancel 1)[\11] (1145)

1on s
= > {EYNlXtrg(Y)yff — YN -y (udi;W)ﬁ)} YNeLw,

N1+No=N-1

We first consider the case in which N; = N — 1 in all three terms in braces on RHS
and all derivatives fall on the deformation tensor components. From the second inequality
n and the first and second inequalities in ([11.3.2b)), we see that the main top-order
eikonal function terms 2pAY ' and uY Ntryx completely cancel from the terms in braces,
leaving only products of the form Harmless<Y x LU = Harmless<". When N; = N — 1,
there are also terms in which at least one derivative falls on the factor p in the product

{YNfl(udi//(Y)yff)} LY on RHS ([11.4.5). We will show that these terms = Harmless=".
We first bound them by < ZN1+N2§N—1N2<N_2 [y Ny ‘YNQdi)(/(Y)yff |L¥|. Again using the
first inequality in (T1.3.2H) (now with Ny + 1 in the role of N) to control Y N2dig ¥ we
bound the RHS of the previous inequality by

< Z Harmless=N |[Y " ey + Harmless="*| |LV| .

~Y
N1+N2<N-1
No<N-2

Since N, < N — 2, the arguments given in our analysis of YV~ 1% Danger) [V] yield that
YN2+1tr¢x Harmless<Y. From these estimates and the L*® estlmates of Prop. [8.10, we

easily conclude that the terms under consideration = Harmless<" as desired. We now
consider the remaining cases, in which Ny < N — 2 in all three terms in braces on RHS

11.4.5). Again using second inequality in (11.3.2al) and the first and second inequalities in
11.3.2b)) (now with N; + 1 in the role of N) and the arguments given above, we deduce
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that the products under consideration = Harmless<Y plus error products generated by the
terms on LHS (11.3.2a)) and LHS (|11.3.2b]). The error products are in magnitude

< > YN x| [V Y LE Y |pAY M| YL

Y
N1+N2+N3<N-1 N1+N2<N-1
N <N—2 Ny <N-2

Since Ny < N — 2, the arguments given above and the fact that p = f(y)y (see Lemma [2.19)
combine to yield that the RHS of the previous expression = Harmless<" as desired.

Analysis of YN-17 " Cancel »[¥]. From (4.0.7d), we have

VA e ¥ = S LB B O}y (1146)

N1+No=N-1

In the case Ny = N — 1, we use the first inequality in , and the third inequality
in to deduce that the top-order eikonal function terms (AZ2Y~'W)Y completely
cancel from the terms in braces on RHS . The remaining analysis now parallels
our analysw of YN 1%/ Cancel y[¥], with the minor addition that we must also use the
estimate ) to bound the factors |Y'| that arise. We thus conclude that RHS
= HarmlessSN as desired.

Analysis of YN-17"

(m— Less Dangerous)

[V]. From (4.0.7d]), we have

1
YN 1%7(:/ Less Dangerous) [\II] = Z 5 {‘g’]}:'h (ud#trd()/)#))} ’ dYNZ\Ij- (1147)

Ni1+No=N-1
We first consider the case N; = N—1 on RHS (I1.4.7) and all derivatives fall on tr;(" ). Using
the fourth inequality in (11.3.2bf), we see that 2u(¢i#YN Ly Off) - 0 = ou(d* PN~ trgx) -
AV + Harmless<"  which in partlcular yields the desired second product on RHS (11.1.1b)).
All remaining terms on RHS (11.4.6) have < N — 2 derivatives falling on d#trgj(y);if, and the

arguments glven in our analysis of Ji’ )[\Il] yield that the corresponding products

Cancel 1
= Harmless<N as desired.

Analysis of YV~ ,%/(ﬂ Gooay| ¥ From (4.0.7¢), we have

1 y . .
YNl Ygood)[xp] = > {éYNl(uLtrg;(X)yf)—I—YNlL(X)?rL;(+YN1L(X)WXX}YN2L\II
Ni1+No=N-1
(11.4.8)
1 N (2) No v
+5 > (YN Ly Dy X
Ni+No=N-1
DI AT AL RN AL el
Ni+No=N-1

We claim that all terms on RHS (11.4.8) = Harmless<" without the need to observe any
cancellations. The main point is that all deformation tensor components are hit with an L
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derivative and hence can be bounded with the estimate (11.3.3]). Otherwise, the analysis is
essentially the same as our analysis of YV~ 1%/ (e Cancel [P

Analysis of YV *11/(%)[ ]. We will show that these terms = Harmless<Y. The terms
in Jif(\(;;) (] (see ([4.0.8)) are of the form f(y)rPZ¥ + f(y) AV where P € &, Z € Z, and
m € {tr;Vf, (Y)ﬂ'LX T4 0, O )7@%(} We therefore conclude that |YN~ 1,%/(‘;;)[ | <

~Y

| ZENHY| + | 2Ny | + ‘@E’N]z’ = Harmless=Y by using (8.5.9), (11.3.4)), and the L*®
estimates of Prop. [8.10

Analysis of Y¥-1z ¥ N,

(Low

Lemma [2.19, we see that (see (4.0.9)) f/“i/(LYow)[ | = f(2=y, ¢~ da, da?, X U)7 Py where

7 is as in the previous paragraph. Hence, we conclude that YN ~1.7 (Liw (VU] = Harmless=N

by using the same arguments as in the previous paragraph together Wlth Lemmas and
(to bound the derivatives of g~* and dz).

[U]. We will show that these terms = Harmless=Y. Using

Summing the above results and recalling the splitting @ , we conclude that the main
term YV (u.@gya[\lf]) on RHS ([11.4.2)) is equal to RHS (11.1.1b)) as desired.

To complete the proof of (|[11.1.1bf), it remains only for us to show that RHS (| m
< Harmless<Y. The main point is that Ny < N — 2 in these terms and hence they do
not involve the top-order derivatives of w or L(Small)’ L(Sma,ll)' We first consider the case
N; < 9 in inequality . Using the bound ngggtrgj(y)
below , we see that when Ny <9, it suffices to bound

7TH Loy S < & mentioned just

o YN (ual ey (11.4.9)
Na+N3<N-1
N2<N—2
That is, we must bound the terms YN2Ji/ ¥) Danger) [YNU] + o Y L};)U [YNsw]. To

this end, we repeat the proofs of the above estimates for YN~1.7 er Danger) Y] + 0+
YN 1%(Y

Low)[ ] but with Ny in place of N — 1 and Y™ W in place of the explicitly writ-
ten ¥ terms, the key point being that Ny < N — 2. The same arguments immediately
yleld that all terms = Harmless<N2tNs+l < Harmless<Y except for products of the form
(XY Nsw)y Nty and p(d” Y V3 W) - (udy M2tryx) corresponding to the two explicitly writ-
ten products on RHS . Since Ny < N — 2, we can bound these two products
by < Harmless<™{Ns:No+2b < [ armless<N with the help of the relation p = f(y)y (see

Lemma 2.19)), (8.4.1a)), and the L*° estimates of Prop. [8.10]
To complete the proof of the desired bound for RHS (11.4.3)), we must handle the case NV,

10 on RHS (and thus Ny + N3 < 7). The arguments given in the previous paragraph
yield that Y™ (n2)7°[Y™0]) = Harmless<maxNetNstLo42} < [rgrmless=?. Using
this estimate and Lemma EL we deduce that |V (u.@éyyo‘[YN?’\If]) | < e. From this esti-
mate, we deduce that the terms on RHS with Ny > 10 are < ‘YSN’ltrg(Y)ﬂ. Finally,
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(2.9.3), (8.4.1a), and the L*> estimates of Prop. } together yield that |Y5N_1tr¢(y)7f‘ <
},@SNV‘ = Harmless=" as desired. We have thus proved (TI.1.1b)).
The proof of (11.1.1a]) is essentially the same with a few minor differences that we now

mention. The term YV _1%/(@) )[¥] (see (4.0.7a)) is actually trivial in this case because

w—Danger
(L)#f = 0 (see (2.15.3b))). We again observe cancellation of the top-order eikonal func-
tion quantities in YNflc%/(erf)Camelfl)[\If] (see (4.0.70)) up to Harmless<Y errors. Specifi-

cally, with the help of ((11.3.1a))-(11.3.1b)) and the fact that (L)yff = 0, we observe cancel-
lation of AYN='u. In contrast, without the need to observe any cancellations, all terms

in YN*{%/(;L_)CWC@I_Q) (U] (see (4.0.7d)) = Harmless=Y, thanks to the estimate (11.3.1b]) for

¢f;,_1¢l#(L)7rLX and the fact that (L)ﬁé = 0. The main term on RHS ((11.1.1a) comes from
the case when all N — 1 derivatives in the term Y _1%/( (L) [V] fall on the factor

m—Less Dangerous)

try L from ([(.0.7d), where we substitute RHS (2.15.3d) for (M. All other terms on RHS
(11.1.1a) are Harmless<Y, as in the proof of (11.1.1b)).

To prove ([11.1.1c)), we first note that &Y must be either of the form PV-'L or 2ZN-1Y,
where 2N contains a factor of L. In the former case, by using essentially the same
arguments we used in the proof of (11.1.1a)) but with 2V~1L in the role of YY"'L, we
deduce that

O,(2N L) = (470) - (ud 2N Yryx) + Harmless=". (11.4.10)

The L estimates of Prop. imply that the first product on RHS ((11.4.10)) is < L@Ntrij
where 2V contains a factor of L. We now commute the operator L to the front and

use with f = tryx, , and the L estimates of Prop. to deduce that
the commutator error terms = Harmless<N. We then use (8.6.2a) to bound the non-
commutator term as follows: ‘L@Nfltrgx’ < ‘@SN“\IJ} + ‘f@* Yv| = Harmless=N. We
have thus proved (|11.1.1c) in this case.

In the remaining case of (11.1.1c]), in which ¥ is of the form 2V ~1Y and 22V~! contains
a factor of L, we use essentially the same arguments we used in the proof of but
with 2V~-1Y in the role of Y¥ to deduce

O,(2VY W) = (XU) P2V Wiy + p(d* 0) - (ud PV tryx) + Harmless=Y, (11.4.11)

9

where the operators 22V ~! in ((11.4.11)) contain a factor of L. The L estimates of Prop.|8.10
imply that the first product on RHS is < L@N tryx|, where PN contains a fac-
tor of L. Therefore, the arguments from the previous paragraph yield that this term
= Harmless<" as desired. Also using that p = f(y)y (see (2.16.2d)), we find that the
second product on RHS is < |32N tryx|, where 2V contains a factor of L. The

arguments from the previous paragraph yield that this term = Harmless<" as desired. We

have thus proved (11.1.1¢) and completed the proof of Prop. [11.2

11.5. Pointwise estimates for the fully modified quantities. In this section, we obtain
pointwise estimates for the most difficult product we encounter in our energy estimates:
(X )Y Vtryx. The main result is Prop. m The proof of the proposition relies on pointwise
estimates for the fully modified quantities, which we first derive. We start with a simple



J. Speck, G. Holzegel, J. Luk, and W. Wong 111

lemma in which we obtain pointwise estimates for some of the inhomogeneous terms in the
transport equations verified by the fully modified and partially modified quantities.

Lemma 11.8 (Pointwise estimates for 2YX and 2VX). Assume that N < 18. Let
X be the quantity defined in (6.2.1b)), let X be the quantity defined in (6.2.3)), let YE be
the quantity from (6.2.20) (with YN=1 in the role of 2N ), and let (2" B be the quantity

defined in (6.2.9). Under the data-size and bootstrap assumptions of Sects. and the
smallness assumptions of Sect. the following pointwise estimates hold on MT(Boot),Uo :

)YNaeJr G XYNU| < p|Z<VHy| 4 | Z5V00 | + | 2SNy | + | 2Ny|, (11.5.1a)
| P=Nx| S| ZENT| 4+ | 2Ny | 4+ | 2Ny (11.5.1b)

[ PVE| 5 |2+ |2y, (11.5.1c)

)YW””)% < | =Ny (11.5.1d)

‘(@N”)% SelPNy|. (11.5.1¢)

Proof. See Sect. for some comments on the analysis. Throughout this proof, we silently
use the L*> estimates of Prop. [3.10]

To prove ([11.5.1al), we first use (6.2.1b)) and Lemma to obtain ¥ = —G XU +
uf(y, ¢t dat, dz®) PY. We now apply YV to this identity and bring the top-order term

G XYNU over to the left (as indicated on LHS ), which leaves the commutator
terms [Gpr, Y V)XW and G [X, YNV on the RHS. To bound |YV {pf(y, 4, da', dz?) PU}|
by < RHS , we use Lemmas and . Note that we have paid special attention
to terms in which all derivatives YV fall on P¥; these terms are bounded by the first term

on RHS (11.5.14). To bound ’[GLL,YN])U(\II‘ by < RHS (11.5.14), we use the fact that
Grr = f(y) (see Lemma [2.19)). To bound ‘GLL[)?, YN]\I/‘ by < RHS (11.5.1a)), we also use
the commutator estimate (8.5.6) with f = W. The proof of (11.5.1b)) is similar but simpler
and we omit the details. The same is true for the proof of since by Lemma m,
we have X = f(y, ¢!, da?, da?) P.

We now prove (11.5.1¢). We bound term @N_l(trgjx)Q from RHS by < RHS
(11.5.1¢) with the help of inequality (8.4.1a). We bound the term [Gr, 2V '|AV using
the aforementioned relation G, = f(y) and Cor. To bound the term Gz [A, 2V 1),
we also use the commutator estimate with ¥ in the role of f and Cor. . We
bound the term [L, 22V _1]trgx with the help of the commutator estimate with tryx

in the role of f and inequality (8.4.1a). We bound [L, 21X with the help of the com-
mutator estimate (8.5.1a) with f = X and (11.5.1c)). To bound L{(‘@Nfl)%— @Nﬁli},
we first note that (6.2.2b)), (6.2.3)), and the Leibniz rule imply that the magnitude of this

term is < Z )ﬁf;lG?;mme) | 2™ 19|, Since Lemma [2.19] implies that G7, =

(Frame)
N1+N2<N
Ni>1

f(y, g1, dat, d2?), the desired bound for the sum follows from Lemmas [8.4] and [8.5]
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To derive (11.5.1d)), we first use (6.2.2b)) and Lemma [2.19| to deduce that Yy hx =
YV {f(y, g7, dat, dz*) PV W}. The estimate (11.5.1d) now follows easily from the previous
expression and Lemmas [8.4] and [8.5]

O

Recall that the fully modified quantities (¥*)2" verify the transport equation (6.2.4). In
the next lemma, we integrate this transport equation and derive pointwise estimates for
(#M2 . The lemma is a preliminary ingredient in the proof of Prop.|11.10}

Lemma 11.9 (Inverting the transport equation verified by (‘@N)c%”). Assume that
1< N <18 and let PV, X, and Z™)J be as in Prop. . Assume that 2N = YN . Under
the data-size and bootstrap assumptions of Sects. and the smallness assumptions of
Sect. the following pointwise estimate holds on M, .\ vy

‘(YN)gg‘ (t,u,9) < C ’(YNLJ{‘ (0, u, V) (11.5.2)

+2(14 CV5E) /to —[Lﬁg Z Zs]_

t
w0 [ 2] 2] ) i
s=0

Y% (s, u,0) ds

Furthermore, when 2V = YN=LL, the modified quantity ‘(YNAL)%‘ (t,u,9) verifies inequal-
ity (11.5.2), but with the term )(YN)%’ (0,u, ) on the right replaced by ’(YN_IL)%‘ (0, u, )+
Ce ‘(YN)&V‘ (0,u,9) and |YVX| (s,u,9) replaced by [YNT'LX| (s,u,9) + Ce |[YNX| (s,u,9).
Proof. To prove (11.5.2)), we set 2 = Y in equation and, in this part of the proof,
we view the terms in the equation as functions of (s,u,?). Corresponding to the factor
(_2% + 2tr¢x) on the left-hand side, we define the integrating factor

1(s,u,19) := exp {/ (—2%(15',’@,19) + 2trgx> (', u, ) dt'} : (11.5.3)
=0

/I —

We then rewrite (6.2.4) as L(.(”")2) =+ x RHS (6.2.4) and integrate this equation with

respect to s from s = 0 to s = t. Using the estimate (8.6.7) for tryx, we find that
w30, u, )

¥) = (1 —_. 11.5.4
s.0) = (1+ O() e (115.4)
From Def. [10.3] and the estimates (10.2.7)) and ((10.2.10)), we find that
t
qup ML) o (11.5.5)

o<si<t W(s,u, ) ~

From (11.5.4)) and (11.5.5)), it is straightforward to see that the desired bound (11.5.2)) follows

once we establish the following bounds for terms generated by terms on RHS (6.2.4)) (recall
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that 2V =Y.

|u[L, Y N]tryx| (s, u, ) (11.5.6)

< Ce )<YN>3{‘ s,u,9) + Ce | Z=N (5, u,0) + Ce | 2Ny (s,u,9) + Ce | 21BNy (s,u, ),

w(t, u, ) Lu(s,u,9)| . n

2 Y ) 11.5.

(u(s,u,ﬁ) u(s, u, ) Yo (s, (11.57)
[Lyu]_(s,u,9) |  n

< 2(1 — | |Y ¥

<2t+ove) =iy | Y X G d)
+ C | ZZV (s5,u,9) + C | 25Ny (s,u,9) + C ‘,@P’N]z‘ (s,u,v),

all remaining terms on RHS (6.2.4)) are in magnitude (11.5.8)

< C|Z=NVTH| (5,0, 9) + C | 2Ny (s,u,9) + O | 20Ny | (5,4, 9).

We note that in deriving (11.5.2)), the product Cer ‘(YN),%’ arising from the first term on

RHS (11.5.6) needs to be treated with Gronwall’s inequality. However, due to the small
factor ¢, this product has only the negligible effect of contributing to the factors C's on RHS
(11.5.2)).

To derive (11.5.7), we first note the trivial bound ’

Luﬁﬂuﬁw ) “Lm_@muw

w(s, u, ) w(s, u, )
L ) L )
'%‘ To bound terms on LHS (|11.5.7) arising from the factor %‘

by < the terms on the second line of RHS ([11.5.7)), we use (10.2.1]), (11.5.5)), and the es-

Ly]_ 9

timate (11.5.1b)). To bound terms on LHS ((11.5.7) arising from the factor %
u(s, u,

we consider the partitions from Def. [10.3] - When (u,9) € FV* we use the bounds (10.2.9)

w(tu9) )| [Lw]- (s, u,9)
d (11.5.) to ded that
with (11.5.1b]), we easily conclude that the terms of interest are < the terms on the sec-

ond line of RHS (11.5.7). Finally, when (u,9) € Ve we use to deduce that
2
2<Mtw®) EEEST) | IS | RERR)
M(&Uﬂ(}) PL(S?uaﬁ) ( U 19)
terms under consideration are < the terms on the ﬁrst hne of RHS (11.5.7) as desired.
To deduce , we use definition (6.2.1al), use the commutator estimate (8.5.1al) with
[ = tryx, the estimates (8.6.7)), (8.4.1a)), and (8.6.5a)), and Cor. to deduce that

< (Ce. Combining this bound

'. Thus, we conclude that the

w[L, Y Vtrgx S en [Y N trgx| + e |25y (11.5.9)
Se ’(YN)%‘ +e IWSNV} +e ‘YNX} .

To bound the last term on RHS ((11.5.9)), we simply quote (11.5.1b)). We have thus proved

the desired estimate ((11.5.6]).
We now prove (I1.5.8). To bound the term 2tryxY¥X from RHS (6.2.4), we use the

estimate (8.6.7)) for tryx and (11.5.1bj).
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To bound the term [L, YN]X from RHS (6.2.4)), we first note that and the L>
estimates of Prop. [8.10| yield that HWQXLF.O(E?) < (Ce. Hence, using the commutator
estimate (8.8) with f = X and (I1.5.1b), we conclude that |[L,Y"]X| < |ZVT50| +
}@SN‘H + L@E’N]ﬂ as desired.

To bound the product [V, Lultryx from RHS , we first note that its magnitude
is < ||@[1’9]L},L||Loo(zu) |<@§N_1tr¢x| + L@SNL}L‘ ||<@§8tT¢XHLm(Eu)- We now bound the first
product in the previct)us inequality by < RHS (11.5.8) with the hzelp of (8.4.1al) and (8.6.4b))
and the second by < RHS with the help of (8.6.1b)) and (8.6.7)) as desired. A similar
argument that takes into account the estimates ({8.6.2al), (8.6.4al), (8.6.4b|) and (8.6.5al), yields
the same bound for the term [, 2V]Ltryx from RHS (6.2.4). A similar argument yields
the same bound for the term {22V (u(tryx)?) — 2ptryx PV tryx} from RHS (6.2.4), the key

point being that the top-order term Z?"tryx cancels from this difference. To bound the last
term 2V from RHS (6.2.4) in magnitude by < RHS 1’ we apply 2% to both sides
of (6.1.4). The desired bound now follows from Lemmas and [8.5] and the L™ estimates
of Prop. @ We have thus established (| in the case @N YN,

To prove (11.5.2)) in the case 2V = YN 1L we use the same reasoning with one small
change. The new feature is that the following analog of holds (the proof is the same

as that of (11.5.6))):

n[L, YN Ltryx < Ce ‘(YN)%) + Ce | ZZNT 4+ Ce | 2Vy| + Ce |2Ny| . (11.5.10)

The term Cet ‘(YN),%”) arising from the first term on RHS ((11.5.10|) can no longer be treated
with Gronwall’s inequality as in the previous case. Instead, using that ¢(s,u,?)/c(t, u,¥) =
(1 4+ O(e))u?(t,u,9)/u?(s,u,9) (see ([1.5.4)), we allow this term to contribute the ad-

t 2 t ,19
ditional error term Ce / M ‘(YN)%
s=0 K (87 u, 19)
’(YN_lL)%‘ (t,u,v). Hence, from the already established bound ({11.5.2) for Mg (s,u,1),
we see that the desired bound for ‘(YNAL)% (t,u,?) will follow once we establish the fol-
lowing bounds (note the sentence just below ((11.5.2))):

(s,u,v)ds to the RHS of the estimate for

t
5/ ptu,9) ‘WN%’ 0,1, 9) ds<6’YN%‘ 0,u,9), (11.5.11)
(s, u, V)
H(t, u, ) / w(s,u, )\ [Lu(s'su, )= | onne (o ,
/S (u(s ) s ) NER) YVx| (s u,¥)ds'ds  (11.5.12)
m (s (V)] I
<e —Y X| (s,u,v)ds,
~ s=0 U(S u 19) ‘ ‘( )
£ EZ Z Z;) {| 2= | + | 25Ny | + | 20Ny |} (5 u,9) ds’ds - (11.5.13)
s= s'=0

<e {’Q’fN“l\IJ’+|3Z§NY‘+|=@E’N]z|}(s,u,ﬁ)d&
s=0
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The desired bounds ((11.5.11))-(11.5.13]) follow from (11.5.5) and the fact that 0 < ¢ < s <
t < T(Boot) < 25;1. L]

We now use Lemmas and to establish the proposition.

Remark 11.1 (Boxed constants affect high-order energy blow-up rates). The “boxed

constants” such as the appearing on the RHS of inequality (11.5.14]) and the ap-
pearing on the RHS of inequality ([14.1.2al) are important because they affect the blow-up
rate of our high-order energy estimates with respect to powers of u_*!.

Proposition 11.10 (The key pointwise estimate for (XW)YNtrgx). Assume that 1 <
N < 18. Under the assumptions of Lemma the following pointwise estimate holds on

MT(Boot)aUO :

o Lul_ o
(XLII)YNWX’ < H% XYN\I/‘ (11.5.14)
L= ()
||[LH]_||L00(Zu) ¢ H[Lu]*HLOO(Eu) ~
a1+ ove t / v ‘XYN\I/’ ¥ u,9) dt’
L T GOV A (#,9)
+ Error,
where
1 :
Brror] $ ‘WN)%’ (0,u,9) + | Z=N | (11.5.15)
+ 1 ‘DJ&WSNJ\I;‘ 4_# |=@§NV‘ + 1 |gz[17N]y’
we(t,u) " W (£, w) we(t,u) ' " —
t
+/ | 2= | (,u, ) dt
=0
1 ! 1
+— —— | Z=V| 4 | 2Ny |+ | 2y (¢, 0) dt
i | (12 [ 2+ |2 )
Furthermore, we have the following less precise pointwise estimate:
Y Nergx| (¢, u, ) (11.5.16)

< ‘WNL%V( (0,u,9) + 1 | 25| (£, u,0) + (X@qu‘ (t,u,9) + | ZENN (1w, 0)
+ | 2Ny (tu, 0) + | 2Ny | (8w, 9)

+/t ||[LH]—||L00(EZ;,){
=0 (', u)

t
+/ | SN (¢ u,0) dY
t'=0

XPVu| 4 | 22N 4 [ 25Ny | 4 | 2y | (0, 0) b

t
1
* ZENN| 4 | 2Ny | 4 | 2PNy |} u,0) dE

/ﬂ:o Ii*(t/,U) {{ | } V’ | X|}( u )
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Proof. We first prove (11.5.14))-(11.5.15)). Using (6.2.1a)) and (6.2.1b]), we split
y XV XU,
(X0)YVirgx = - =—v¥x + =—0"g, (11.5.17)
0

We now bound the first product on RHS ([11.5.17)). Using (2.11.1)) and (11.5.1al), we deduce
that

XU
u

~“yNx

<2‘ “XYN\II‘—FC‘ GLLL\I!JrGLXL\I/“XYN\II‘ (11.5.18)

+C‘XW‘|@<N+1@{+C g<N1qj‘+|L@<NY‘+’C@1N]Y‘}

L
To handle the first product on RHS ((11.5.18), we use (10.2.1) to deduce that 2 ‘—u‘ <
w

LL]_ + 2 ’% ‘[LL + C, which easily leads to the product under
K Ko ey

consideration being bounded by < the sum of the first term on RHS (|11.5.14) and the

second term on RHS . To handle the second product on RHS (|11.5.18)), we first

note that by Lemma [2.19] we have Grr,Grx = f(y). The L™ estimates of Prop. [8.10
1
thus yield that EG LV + G x LV| < Ce, from which we easily deduce that the second

term on RHS ([11.5.15) is < the term |Error| from (11.5.15)). Moreover, it is easy to deduce
that all products on the second line of RHS (11.5.18)) are < |Error|, thanks to the estimate
HX\IJH < C (that is, (5.6.3a)).
Loo(3Y)
We now bound the second product on RHS ([11. 5 11.5.17). We start by multiplying both sides of

XU XU
(11.5.2) by —. We first address the product of — and the second product 2(1+C/2) - -
v
on RHS m We start by using inequality (11.5.1a m ) to substitute for the term |[YVX |
h-

appearing in the integrand. The easy terms to bound are those that arise from RHS (|1

2 < 2

using the bound HX\IJH < C mentioned above and the bound [|Lp[| o suy < €' (that
Lo (2) t

XU
is, (8.6.4al)), it is easy to see that their contribution to the product of — and the first

product 2(1 + Cy/€) - -+ is < the term |Error| from (11.5.15). It remains for us bound the
error term generated by the main part of the integrand factor |YN %’ which is given by the

term G XYM from LHS m Specifically, we must bound
XU tL D)
21+ CVE) 4 2 (t,u,ﬁ)/ M‘GLLXYN\IJ‘ (s,u,9)ds.  (11.5.19)
28 s=0 H'(S? u, 19

We use (9.3.4)) to replace the factor G (s, u,¥) with G (t,u,d) up to the error factor Ce.

XU
We then pull G (t,u,9) out of the ds integral, multiply it against {T} (t,u,?), and
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use the arguments used to deduce (|11.5.18) as well as those given just below it to deduce
Xv Ly (t,u, v
that {GLL—} (t,u,?) = 2[u](—,u,) + O(1). The portion of (11.5.19) corresponding
u

w(t, u, )
Lyl
to the factor 2% is clearly < the product 4(1 4+ C'y/¢)--- on the second line of
) u7

RHS (11.5.14). Moreover, using the bound ||Lp|| Lo(syy < C mentioned above to bound the
[Lu]_(s,u,?) integrand factor and also using the bound HX \IJHLOO - < C mentioned above,
we find that the portion of (11.5.19) corresponding to the factor O(1) from above is < the
last product on RHS ((11.5.15 m (here we are using the simple fact that the factor L (1’ "

the outside of the integral in the last product is > 1). For the same reason, the error factor
Ce from above, generated by replacing G (s,u, ) with G (t,u,d), leads to a term that

is < |Error|, where |Error| verifies (11.5.15]).

XU
To complete the proof, it remains for us to bound the product of —— and the term

on

9

v

XU
C ‘(YN)%’ (0,u,9) on RHS (11.5.2)) and the product of — and the last product C’ft o on

RHS (11.5.2) by < |Error|. The desired estimates follow easily from the bounds HX \I/H <

Loo(3)
C and || L[ ooy < € mentioned above. We have thus proved (11.5.14)-(11.5.15).
The proof of 1} is similar but simpler so we omit the details. The main simplifica-
tions are the presence of an additional power of u on LHS and that we no longer
have to observe the special structure that led to the factor Lyu on RHS . 0

11.6. Pointwise estimates for the error terms generated by the multiplier vec-
torfield. In this section, we derive simple pointwise estimates for the energy estimate error
terms generated by the deformation tensor of the multiplier vectorfield T

Lemma 11.11 (Pointwise bounds for the error terms generated by the deforma-
tion tensor of T'). Consider the multiplier vectorfield error terms (T)‘,B(l)[\ll], e D [0]
defined in (3.1.14a))-(3.1.14¢). Let ¢ > 0 be a real number. Under the data-size and bootstrap
assumptions of Sects. and the smallness assumptions of Sect. the following point-
wise inequality holds on Mr,, . v, (without any absolute value taken on the left), where the
implicit constants are independent of ¢:

Z (14 (L) + (1 4+ (XU + W + B a2 (11.6.1)

1
+ — [l T[*.
T(Boot) —t

Proof. See Sect. for some comments on the analysis. All terms except 2]3 5[] are
easily seen to be < the sum of the terms on the first line of RHS (§ m thanks to the L>
estimates of Props and . The quantities ¢ and 8, enter into the analysis because we
bound T)‘,]3(4)[ 1< |L\If||d\lf| < ¢ 15 L (LW)2 465, |dW|2. Similar remarks apply to ( ‘]3( [
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To bound the term (T)‘B(3) (W], we also need to use the estimates ((10.2.1)) and (|10.2.3)), which
allow us to bound the first two terms in braces on RHS (3.1.14¢]). Note that since no absolute

value is taken on LHS ([11.6.1]), we are free to replace the factor ()?p)/u from RHS (3.1.14c)
with the factor [X'u|,/pu bounded in (10.2.3)). O

11.7. Pointwise estimates for the partially modified quantities. Recall that the par-
tially modified quantity N9 verifies the transport equatlon (6.2.8). In this section, we
use the transport equation to derive pointwise estimates for "% and its L derivative.

Lemma 11.12 (Pointwise estimates for the partially modified quantities). Assume
that1 < N < 17 and let NN be the partially modified quantity defined by . Under
the data-size and bootstrap assumptions of Sects. and the smallness assumptions of
Sect. the following pointwise estimates hold on Mr, .\ vy

1077 < 4 Gual |47 0]+ e | 25N 4 | (11712

t

‘(waﬂﬂﬂ (t,u,9) < \<YN’”§1 (o,u,ﬂ)+%|GLL|(t,u,19) / [AYETNO] (', u, 9) di
o (11.7.1b)

t
+Ce | {|2=NT| + | 2Ny} (' u,9) dt.
t'=
Proof. To prove ([11.7.1al), we must bound the terms on RHS (6.2.8), where Y¥~1 is in the
role of 2V=1. Clearly the first term on RHS (11.7.1a]) arises from the first term on RHS

(6.2.8). To bound the terms on RHS (6.2.9)), we simply quote (11.5.1¢)).
To derive (|11.7.1b)), we integrate ([11.7.1al) along the integral curves of L. The only

subtle point is that we bound the time integral of the first term on RHS (11.7.1a) as
follows by using with M = 0 and s = ¢ [,_ {|Gro| |[AYN 10|} (¢, u,9) dt’ <
Grel (t,u,9) [, \MN W (¢, u,9) dt' + Ce [5,_) | PN (¢, u, 9) . O

12. THE FUNDAMENTAL L?—CONTROLLING QUANTITIES

In this section, we define the controlling quantities that we use in our L? analysis of
solutions and exhibit their coercivity.

Definition 12.1 (The main coercive quantities used for controlling the solution
and its derivatives in L?). In terms of the energy-flux quantities of Def. we define

Qn(t,u) = max  sup {E[@f U)(t', ) + F[ 2] (t',u')} : (12.0.1a)
[T|=N (¢',u")€[0,t]x[0,u]
Qpuw(t,u) == Jax, Que(t, u). (12.0.1b)

We use the following coercive spacetime integrals to control non—up—weighted error inte-
grals involving geometric torus derivatives.
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Definition 12.2 (Key coercive spacetime integrals). We associate the following inte-
grals to U, where [Ly|_ = |Ly| when Lp < 0 and [Lp]- = 0 when Lu > 0:

KWt u) = %/ Lyl |42 deo, (12.0.22)
Mt,u
Ky (t,u) := max K[QZFID] (t,u), (12.0.2b)
=N
Kp,n(t, u) = 1$§NKM@’U)' (12.0.2c)

Remark 12.1 (We derive energy estimates only for the P—commuted wave equa-

tion with P € £). We stress that definitions (12.0.1b) and (12.0.2d) provide L*—type

quantities that correspond to commuting the wave equation only with the elements of the
set P, which are P,—tangent. As we described in Sect. [I.4.4] we rely on the special null
structure of the equations and the special properties of the vectorfields in & to close our
energy estimates without deriving energy estimates for the X —commuted wave equation.

In the next lemma, we quantify the coercive nature of the spacetime integrals from

Def. [12.2

Lemma 12.1 (Strength of the coercive spacetime integral). Under the data-size and

bootstrap assumptions of Sects. and the smallness assumptions of Sect. the fol-
lowing lower bound holds for (t,u) € [0,T(poot)) % [0, Up]:

1o
K[](1,u) > 3. / Lpcr iy |40 deo (12.0.3)
Mt,u
Proof. The lemma follows easily from definition (12.0.2al) and the estimate ([10.2.2]). 0J

In the next lemma, we quantify the coercive nature of the controlling quantities from

Def. 12,11

y 2
Remark 12.2. The sharp constants 1 and 3 in front the quantities HX Q[I’N]\If’

and
L2(3})

i H\/ﬁd@[l’N]\PHQLQ(E?) in the estimate ((12.0.4]) influence the blow-up rate of our top-order

energy estimates. In turn, this affects the number of derivatives that we need to close our
estimates.

Lemma 12.2 (The coercivity of Qp ). Let 1 < M < N < 18, and let PM pe an
Mt —order P,-tangent vectorfield operator. Under the assumptions of Lemma the
following lower bounds hold for (t,u) € [0,T(Boor)) % [0, Up]:

2 1 Mo 112
92 ”\/Ed‘@ \IJHH(E@ ’
(12.0.4)

L@M@||i2(P5)’ H\/ﬁd‘@M\I}Hi?(Pﬁ)’

1
Qpu,n(t,u) > max {5 H\/ILL@M\IJH;(E?) :

X@qu‘

sy’

CH MY gy

o ||<@M\1/H;(&}u) }



Stable Shock Formation
120

Moreover,
”\DHL2 nu) < Ce+ CQ1/2< u), (12.0.5a)
|9

<C HX\I/H + C& + CQY2(t ). (12.0.5b)

L2(S¥) L2(3¥)

. 2 2

Proof. We first prove ((12.0.4]). We prove the estimates for H@M\IJHLQ(ZH) and He@M\PHLQ(&’u)

in detail; the other estimates in (12.0.4)) follow easily from Lemma and we omit those
. . . M 2 M 2

details. To derive the estimate ((12.0.4) for HBZ \IJHL2(EM) and H@ \IJHLQ(&’u), we first note

that the estimates for the former quantities follow easily from integrating the estimates for
the latter quantities with respect to u and using that the solution is trivial when v = 0.

Hence, it suffices to prove the estimates for H@M \I/H;(zt,u)’ and for this, we rely on the
identity . Using and the L™ estimates of Prop. |8.10, we bound the factor
(1/2)tr; ¢ in as follows: (1/2) trﬂ)?f] = Led| <
with f = (2MW¥)2, Young’s inequality, and the fact that the solution is trivial when
u = 0, we deduce that

|2 < / |xzve| +o|arvf ar (12.0.6)
" w'=0 tu! tou!
From and Gronwall’s inequality, we find that

[EZ s gcew/u |X7w o = oo ||%
" u'=0

14

<C’HX

ZU

(12.0.7)

t,u/

The desired bound for H M \IlHjt now follows from ([12.0.7)) and the already proven estimate

(12.0.4) for

To derive m, we use (14.2.2) with f = LU and F(t,u,d) = U(t,u, V) — U (u, ),
where W(u,9) = ¥(0,u,9). Also using the data bound H\IJH < CEé (see (7.3.1)), we

Le=(38)

t
find that [|U| ;25w < CE[[1]l 25y + C/ |LV][, ds. The desired estimate now follows

easily from this inequality, (13.2.4), and the estimate m for ||L\I/||Eu
To prove ([12.0.5b)), we first use the commutator estimate (8.5.1al) and the L estimates
of Prop. [8.10 to deduce that LXV = XLV + O(2='W). Taking the norm ||‘||L2(ztu) of

this inequality, we find that HL)U(\IJ‘ < HXL\I/ +C HQZSI\DHLZ () We have

L2(3Y) L2(Z})
already bounded all terms on the RHS of this inequality by < € + C’Ql/ 2(t,u). Hence,
much like in the previous paragraph, the desired estimate ((12.0.5b)) follows from ([14.2.2))
with F(t,u,9) = XV (t,u,9) — XU(0,u,9) and f(t,u,v) = LXV(t,u,?) and the estimate
(13.2.2)), which ensures that the norms ||-[| 2y and ||-[| ;2 are uniformly comparable when
applied to the t—independent function X U(0,u, ).

0
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13. SOBOLEV EMBEDDING AND ESTIMATES FOR THE CHANGE OF VARIABLES MAP

In this section, we provide some simple Sobolev embedding estimates adapted to the ¢, ,,.
We use them in the proof of our main theorem, after deriving energy estimates, in order to
recover the fundamental L> bootstrap assumptions for . We also derive a basic
regularity estimate for the change of variables map Y from Def.

13.1. Estimates for some ¢, ,—tangent vectorfields. We start with the following pre-
liminary lemma.

Lemma 13.1 (Comparison of Y, =, and ©). Recall that Y is the commutator vectorfield
(2.8.2) and that © is the geometric torus coordinate partial derivative vectorfield. There
exists a scalar function v such that

Y =v0. (13.1.1)
Moreover, under the data-size and bootstrap assumptions of Sects. and the small-
ness assumptions of Sect. the following pointwise estimates hold on Mr, .\ vy
v—1<e,  |Lv|,|Yv|<e, ’Xv‘ <1. (13.1.2)
Similarly, the following estimate holds for the scalar-valued function & from (2.4.8)):
|Z='E| S 1. (13.1.3)

Proof. The existence of v is a trivial consequence of the fact that Y is ¢, ,—tangent.
To prove (13.1.2), we first note the data estimates [[v — 1| ;g .y YVl p(s, ) S € and

Xo|

Loo(f(],u
when t = 0, the identities (2.4.11)), (2.8.6a), and (2.8.7)), the data assumptions (|7.3.1]), and
Lemma [7.3] A similar argument that also relies on the last identity of (7.3.5)) yields that

oo WY E|l e <e dHX H < 1.
el Yl 5 € 0 2] s

See Sect. for some comments on the analysis. Next, we use (2.4.11]), (2.8.6al), (2.8.7)),
(2.13.1a)), (2.15.4b]), and Lemma to deduce that v satisfies the evolution equation

gO,u

: < 1. These data estimates are a simple consequence of the fact that © = 0,

(Y)7f .Y

Llnv = W = f(y,¢ ", da*, dz*) Py. (13.1.4)
In deriving (T3.1.4), we used the identities £,0 = 0, £,Y = [L,Y] = "%} and £, 4 = Ot
(see Lemma [2.9)). Hence, from Lemmas and [8.5| and the L* estimates of Prop. [8.10} we
deduce |LInv| < e. Integrating along the integral curves of L as in (8.6.11)) and using the
data estimates and the previous estimate, we conclude the desired estimates ((13.1.2)) for v
and Lv.

To derive the estimate for Yv, we commute (|13.1.4)) with Y to obtain

LY Inv =% . dinv +Y {t(v, g7, da', da*) Py} (13.1.5)
=f(y, ¢~ da’, da*)(Py)dInv + Y {f(v, 47", da’, d2*) Py} .

Using the same estimates as before, we deduce from (13.1.5) that [LY Inv| S e|Y Inv| +e.
Hence, integrating along the integral curves of L as before and using the data estimates
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and Gronwall’s inequality, we conclude that |Y' Inv| < e. Combining this estimate with
v =14 O(e), we conclude the desired estimate ((13.1.2)) for Yv.

To derive the estimate for Xv, we commute (13.1.4) with X and use above reasoning as
well as the formula (2.15.2b]) to obtain

LX v = v + X {f(y, ¢ da, da®) Py} (13.1.6)
= 2=y, 25Ny, ¢ ! da) oo + X {f(y, g d', da®) Py}
Using the same estimates as before and the already proven estimates for v and Yv (which

imply that |[dlnv| < €), we deduce from ([13.1.6) )L)? lnv‘ Se ))?lnv
grating along the integral curves of L as before and using the data estimates and Gronwall’s

+ €. Hence, inte-

inequality, we conclude that ‘)Z' lnv’ < 1. Combining this estimate with v = 1+ O(e), we

conclude the desired estimate ((13.1.2)) for Xv.
Next, we use (2.4.8)), (2.9.2), and the fact that [L, 2] = 0 to deduce that £;Z = —£; X =
—(X)ny. Combining this identity with (2.15.2b) and (13.1.1)) and arguing as in the previous

paragraph, we derive the evolution equation

LE——— 2t (g ﬁ(x% Y — %f(gfﬁly, Py ¢ ot da?). (13.1.7)

9(6,0)
Using the same estimates as in the previous paragraph and , we find that |LE| <1
as desired. Moreover, integrating along the integral curves of L as before and using the
data estimates, we conclude that || < 1 as desired. It remains for us to derive the desired
estimates for Y ¢ and X &. To this end, we commute with Y and X and use the same
arguments as in the previous paragraph as well as the L estimates of Prop. and

to deduce that |[LYE|, ‘LX E,‘ < 1. Integrating along the integral curves of L as before and

Xg <1,

using the data estimates, we conclude the desired bounds |YE|,
O

13.2. Comparison estimates for length forms on ¢, ,. Before proving our Sobolev em-
bedding result, we first establish a comparison result for the length forms dA4 and dv on /; ,,.
We start with a preliminary lemma in which we derive simple pointwise estimates for the
metric component v defined in (2.7.2)).

Lemma 13.2 (Pointwise estimates for v). Let v be the metric component from Def.[2.19
Under the data-size and bootstrap assumptions of Sects. and the smallness assump-
tions of Sect. the following estimate holds on M, . vy

v=1+0(e). (13.2.1)
Proof. From (2.13.1c)) and the estimate (8.6.7)), we deduce that Llnv = O(e). Integrating

the previous estimate along the integral curves of L as in (8.6.11]), we find that Inv (¢, u, ) =
Inv(0,u,d) 4+ O(e). To complete the proof, we need only to show that v(0,u,9) =1+ O(e).
To this end, we note that by construction of the geometric coordinates, at ¢ = 0 we have
u=1—2z"and ¥ = z?, which implies that © = 5. Therefore, v?|—y = g(0, O) =0 = g2ai=0-
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Using (2.2.1)-(2.2.2) and the bootstrap assumptions (BAV|), we conclude that g = 1 +
O(¥) =1+ O(e), from which the desired estimate v(0,u, ) =14 O(e) easily follows. [

Lemma 13.3 (Comparison of the forms dA; and dv). Let p = p(¥) be a non-negative
function of . Under the data-size and bootstrap assumptions of Sects. and the small-
ness assumptions of Sect. the following pointwise estimates hold for (t,u) € [0, T oot)) ¥
[0, U()] N

(1-Ce) /9 b < / () A girag < (14 Ce) / p(9)dv, (13.2.2)

gt,u 796’]1‘

where dv denotes the standard integration measure on T.
Furthermore, let p = p(u',9) be a non-negative function of (u',9) € [0,u] x T that does
not depend on t. Then for s,t € [0,T(poo)) and u € [0, U], we have:

(1-— OE)/ pdw < / pdw < (1 +C’5)/ pdw. (13.2.3)
Y B ¥
Finally, we have
H1|‘L2(2g) <C. (13.2.4)

Proof. From (3.1.6]) and inequality ((13.2.1]), we deduce that dA\; = (1+O(e)) d, which yields
(13.2.2). ((13.2.3)) then follows as a simple consequence of ((13.2.2)) and the fact that along

¥y, we have dw = dAj¢u9du’. Finally, to derive (13.2.4), we use ((13.2.2)) and ((13.2.3) to
deduce that [[1[|72s) < C [ [yer 1d0du’ < C as desired. O

13.3. Sobolev embedding along ¢;,. We now state and prove our main Sobolev embed-
ding result of interest.

Lemma 13.4 (Sobolev embedding along ¢;,,). Under the data-size and bootstrap assump-
tions of Sects.|7.4} and the smallness assumptions of Sect.[7.7, the following estimate holds
for scalar-valued functions f defined on ly,, for (t,u) € [0, T(Boory) % [0, Up):

HfHLOQ(Et,u) S C HyglfHLz(gtyu) . (1331)
Proof. Standard Sobolev embedding yields that || f| ) < C ||@Sl f || L2(T) where the inte-
gration measure defining || - ||z2(r) is di). Thus, in view of Lemma (13.3] the desired estimate

(13.3.1)) follows from (|13.1.1))-(13.1.2]).

O

Corollary 13.5 (L™ bounds for ¥ in terms of the fundamental controlling quan-
tities). Under the assumptions of Lemma the following estimates hold for (t,u) €
[O7T(Boot)) X [07 UO] N

2= e S Q1 (tu) + & (13.3.2)

Proof. The bound H ‘@[LHhIJHLOO(E“) < Q[lﬁm (t,u) follows from Lemma|12.2jand Lemma/|13.4]

In particular, we have ||L\I/||LOO(E?) < Q[ll/?m (t,u). Integrating along the integral curves of L as

in (8.6.11)) and using this bound and the small-data assumption ||\I/||Loo(23) < € (see (7.3.1)),

we deduce that [[V]] oz < CQ[IK ?2] (t,u) + C'€é. We have thus proved the corollary. O



Stable Shock Formation
124

Lemma 13.6 (Basic estimates for the rectangular components 0" and ='). Under
the data-size and bootstrap assumptions of Sects. and the smallness assumptions of
Sect. the following estimates hold on Mr, . v, (fori=1,2):

1, (13.3.3)
1, (13.3.4)

1210 ey

<
1Z=E ey =

Lo (5Y)
where = is the {,,—tangent vectorfield from ([2.4.8]).

Proof. The estimate ((13.3.3)) follows from ((13.1.1]), (13.1.2)), and the bounds ||£P§1Yi}|Loo(2u) <
1+ ||QF<IYSma” HLoo(zu 1, which follow from ([2.8.5)), (8.3.3c|), and the L*° estimates of

Prop. [8.10} Similarly, to prove (13.3.4), we use (2.4.8) to express =' = £O°. The desired
bounds then follow from (13.1.3)) and ((13.3.3).

O

Lemma 13.7 (Uniform C'! bounds for Y). Under the data-size and bootstrap assump-
tions of Sects. [T 7.5 and the smallness assumptions of Sect. [7.7, the change of variables
map Y from Def. % is a CY function of the geometric coordmateéﬂ that verifies the
following estimates on Mz, . vy

b (NN

i1+io+i3<2 a=0

<C, (13.3.5a)
Lo (57

= Sl (@) ) e () (2) () T

i1+i2+i3<1 a=0

< C{|t2 — tll + |UQ — U1| + |792 — 191|} .
On RHS (13.3.5b)), [J — 1| denotes the flat distance between V9 and 91 on T.

Proof. Recall that T* = z* (we view these quantities as a function of the geometric co-
ordinates). It is a standard embedding result relative to geometric coordinates (Morrey’s
inequality) that ( m ) follows once we prove ([13.3. 5a). Clearly t = 2° is uniformly
bounded in the norm || - [| oo (sx), while the 2* were bounded in (8.3.2a)). The first derivatives
of the z* are the terms on RHS (2.7.8). They were bounded in the norm || - ||Loo sy in

Lemmas and - To bound the second derivatives of the %, we ﬁrst note that =L,
=0 = (1+(’)( )Y (see Lemma ,and 2 = X+0(1)Y (see 8) and Lemma 13.6)).

Hence, it suffices to bound the norm H H Loo(sy) of the L, Y, and X derivatives of the scalar
functions on RHS ([2.7.8). The desired bounds were derived in Lemmas and [13.6, We
have thus proved ([13.3.5al). O

51The notation “C'*!” means that the up-to-first order geometric coordinate partial derivatives of the T¢
are Lipschitz continuous.




J. Speck, G. Holzegel, J. Luk, and W. Wong 125

14. ENERGY ESTIMATES

This section contains the most important technical estimates in the article: a priori esti-
mates for the controlling quantities Qp nj from Def. and the coercive spacetime integrals
Ky, from Def. [12.2] The main result is Prop. Mo obtain the proposition, we use the
pointwise estimates of Sect. [L1| to establish suitable estimates for the error integrals on RHS
(3-1.12), where 2N W is in the role of ¥ and the factor § in is the inhomogeneous
term in the commuted wave equation Oy (2N W) = §. We have divided the error integrals
into various classes that we separately treat in the ensuing sections.

14.1. Statement of the main a priori energy estimates. We start by stating the propo-
sition featuring our main a priori energy estimates, the proof of which is located in Sect. [I4.9}

Proposition 14.1 (The main a priori energy estimates). Consider the fundamental
L?—controlling quantities {Qp nj(t, u)}n=1,.. 18 from Def. . There exists a constant C' >
0 such that under the data-size and bootstrap assumptions of Sects. and the smallness
assumptions of Sect. the following estimates hold for (t,u) € [0, T(Boot)) % [0, Uo]:

Q% a0t w) + K3y (tw) < Cepy M9t ), (0< M <5), (14.1.1a)
Q3 (tw) + Kt w) < C¢, (0< M < 11). (14.1.1b)

We prove Prop. through a long Gronwall argument that relies on the sharp estimates
for p derived in Sect. [I0] as well as the energy inequalities provided by the following result,
Prop.[14.2] The proof of the proposition is located in Sect. [I4.8] See Remark [I1.]] regardlng

the boxed constants on RHS ((14.1.2a]).

Proposition 14.2 (Inequalities derived from energy identities). Assume that 1 <
N < 18 and ¢ > 0. There exists a constant C' > 0, independent of <, such that under
the data-size and bootstrap assumptions of Sects. and the smallness assumptions of
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Sect. the following pointwise estimates hold for (t,u) € [0, T(poor)) X [0, Up):

Qi (F, w) + Ky (2, ) (14.1.2a)
<O+ e (t,u)

t L=l oo s
+ £ ', u)dt
@/t/:o () Qu,m (', u)

t ||[LP'] HLoo t ||[LH]—||LOO o
—I—-8.1/ @1/2 P ou / CH QM2 (5.0 ds di’
t'=0 (s u) “N]( ) s=0 TNERT Ule( )

1 1/2 t 1 1/2
+m@[1,m(tv u) HLHHLOO((—)zgt)/t W(@[I,N]<t/7u) dt’

t
1
+C’5/ —Q tudt

o it w) Qe ()

1 1/2 ! 1/2 " /
+Ce——0Q (t,u>/ Q% (' u) dt
m(t,u) (1,N] —o H*/ ( ) [1,N]

t

/ / Y /
+CQ12( )/t/ opiﬂ( )@[11%]( u)dt

Q[lN] t U dt

e /
0 v/ Boot -t

1
+C(1+§_1)/ /—Q[lN(t u)dt
=0 L (t w)
+C t ;QI/Q (¢ u)/tl ;@1/2 (s,u)dsdt’
oo Wt u) NI Ty O

t + s
1 1/2 1 1 12
+C V0 },L*(t’7u)Q[1,N]<t/,U) /Szo i, (s, u) /s/:o M}(/Z(S/ U>Q[1,N](S’,U) ds' dsdt’

u

+C(1+¢ Qv (t, ') du

u'=0

+ CeQp N (t, u) + CsQp ny(t, u) + C<Kpy (L, w)

t

1

vo [ Q.
=0 uim(t’,u) { }
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Qua—yt,u) + Kyt u) (14.1.2b)
< Cé?

-i—C/t . Q1/2 ( )/t’ 1/2 Q[ll/?v](s,u)det/
=0 1L ( u) s=0 W'~ (s, u)

e /
0/ T(Boot t/

1
+C 1+<—1/ —5—
( o w2t u)

t
o 1 1/2 ’ /
+Ce/ Q2 u)dt
o (0 ) 2N

Qun—1y(t',u)dt’

u

+C(1+¢h Quv_y(t,u) du’

u/=0

+ C§K[17N,1} (t, U)

Remark 14.1 (Less degeneracy at the cost of one derivative). Note that the estimate
(14.1.2b)) does not involve any of the difficult “boxed-constant” error integrals appearing on

RHS (14.1.2a)). The price paid is that the term (@[11/3\” on RHS ([14.1.2b)) corresponds to

one derivative above the level of LHS ([14.1.2b)) (that is, the estimate ((14.1.2b]) loses one
derivative).

14.2. Preliminary L? estimates for the eikonal function quantities that do not
require modified quantities. In this section, we provide preliminary L? estimates for
some error term factors. The main result is Lemma [14.4], in which we bound the below-top-
order derivatives of u, L’('Sma”), and tryx in terms of the fundamental controlling quantities
of Def. [12.1l These estimates are not difficult to obtain because we allow them to lose one
derivative relative to W. We also derive estimates for the top-order derivatives involving at
least one L differentiation. These estimates are also not difficult because to obtain them, we
do not need to rely on the modified quantities of Sect. [6]

To derive the desired estimates, we will integrate the transport equations of Lemma
and their higher-order analogs with respect to ¢ at fixed (u, ) and apply Lemma m

Lemma 14.3 (Estimate for the norm || - ||z2(su) of time-integrated functions). Let f
be a scalar function on Mg, v, and let
t
F(t,u,9) := f(t,u,9)dt’. (14.2.1)
=0

Under the data-size and bootstrap assumptions of Sects. and the smallness assump-
tions of Sect. the following estimate holds for (t,u) € [0, T(goor)) % [0, Up):

t

Fllsyy < 1+ C2) [ sy ot (1122)

t'=0
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Proof. Recall that || F||12(sy) := {f, ofe F2(t,u',9) dAg du} . Using the estimate ((13.2.2)),
we may replace dAy in the previous formula with the standard integration measure dv up to
an overall multiplicative error factor of 14 O(¢e). The desired estimate ((14.2.2) follows from

this estimate and from applying Minkowski’s inequality for integrals to equation ((14.2.1)).
O

We now prove the main result of Sect.

Lemma 14.4 (L? bounds for the eikonal function quantities that do not require
modified quantities). Assume that N < 18. Under the data-size and bootstrap assumptions
of Sects. and the smallness assumptions of Sect. the following L? estimates hold
for (t,u) € [0, T(Boor)) x [0,Us] (see Sect. regarding the vectorfield operator notation):

Q3 (tw)
[1N] sN-1 2 1—
L2 ”Hm(z ) (Small)HB(zg)’ L trséX”L‘z(zg) Set ui/Q(t,u) g
(14.2.3a)
| Qi ()
<N;l7i <N-1;1 < & [1,N]
HL"@F L(Small)“L?(zg)’ Z tr¢X||L2(zg) S e+ LL)1/2(15’10 ’
(14.2.3b)
C Qs
1,N <Nyi <N-1 [LNJV™
H'@[ “”LQ su) = LSmall)HLz(zu | 7= tr¢X||L2(E“ Se+ e ds,
s=0 (s,u)
(14:2.3¢)
C Qi (su)
<Nilpi <N-1;1 [LNA
| 2= LSmam“Lz 1) |l 2= trX”Lz(zu Seé+ o 1 (s.u) ds.
(14.2.3d)
Proof. See Sect. for some comments on the analysis. We set
2
<Nra <N-1
B Z |2 L(Sma”)”B(zy) +]]2= trséXHB(zy) : (14.2.4)
=1
From (§8.6.2a)), Lemma [12.2] (13.2.3), and Lemma we deduce that
t L Qs w)
an(t) < Cqu(0) + Ce / g (t) dt' + C / e ds. (14.2.5)
=0 s=0 W' (s, u)

Next, we note that gy (0) < €, an estimate that follows from the estimate for tryx
and Lemma (7.3l We now apply Gronwall’s inequality to to conclude that gy (t) <
RHS ([14.2.3c) as desired. We have thus proved the desired estimates for &=V Ligman) and
@SN_ltI‘gX.

Next, we consider the first term on RHS (8.6.1b)). We use the commutation estimate (8.5.6))
with f = WU, the L estimates of Prop. m, and Cor. M to commute the factor of X in
the operator 2°N+11 to the front, which allows us to write |ZSNT1Mg| < | X 2EN | +
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| PN | 4 g| =Ny | + £|L@£’N]X\. Thanks to the previous estimate, we can use an
argument similar to the one that we used to derive (14.2.5)) in order to deduce

t

[ 250 oy < 1280 oy + CE+C / gy (') dt’ (14.2.6)

=0

: tQ (s, u)
—|—C’s/ H@E’N]uﬂ . dt'+(]/ NS
L2(Zy) A2 N

=0 ¢ s=0 W' (s, u)

We clarify that the term C'é on RHS (14.2.6) comes from the first term on RHS ([12.0.5a)).
L

Moreover, Lemma yields that H b N s < €, while the estimates we have already
Iy
1/2
Q2 (s, )

/2( ds, which yields
S, U

t
derived for =N Lig . imply that C/ aqy(t) dt < € +/
t'=0 s=0 My

the desired estimate.

To obtain the estimates (14.2.3a)), we take the norm |[|-|| ;25 of the inequalities (8.6.1b)
and (8.6.2a) and argue as above using the already proven estimates (14.2.3c|). In these

. @1/2 ( w)

estimates, we encounter the integrals / /—
=0 /% (s,

1/2( )@[1 ] (t,u) with the help of inequality ([10.3.6]).

The proofs of ((14.2.3b)) and ([14.2.3d)) are similar and are based on inequality (8.6.2b)) and
the already proven estimates (|14.2.3c)); we omit the details.

ds, which we bound by < Q1/2 ( u) <

O

14.3. Estimates for the easiest error integrals. In this section, we derive estimates for
the simplest error integrals that appear in our energy estimates, that is, for the simplest
integrals on RHS (3.1.12)).

We start with the following simple lemma, which shows that the fundamental controlling
quantities from Def. are size O(€?) at time 0.

Lemma 14.5 (The fundamental controlling quantities are initially small). Assume
that 1 < N < 18. Under the data-size assumptions of Sect. the following estimates hold
for uw € [0, Up):

Qu(0,u) < €. (14.3.1)

Proof. From Def.|12.1} Lemma and Lemma we see that Qu (0, u) < ||$§N+1?1\DH12(2 )
The estimate (14.3.1) now follows from the initial data assumptions ([7.3.1]). O

The next lemma provides control over the error integrals corresponding to the deformation
tensor of the multiplier vectorfield , that is, for the last integral on RHS . We
stress that one of these error integrals is coercive in the geometric torus derivatives and was
treated separately in Lemma [12.1}

Lemma 14.6 (Error integrals involving the deformation tensor of the multiplier
vectorfield). Assume that 1 < N < 18 and ¢ > 0. Let ( ‘,]3 PN be the quantities
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defined by (3.1.14a)-(3.1.14e) (with 2N W in the role of ¥). Under the data-size and boot-
strap assumptions of Sects. and the smallness assumptions of Sect. the following
integral estimates hold for (t,u) € [0, T(poor)) X [0, U], where the implicit constants are inde-
pendent of < (and without any absolute value taken on the left):

[ip>

By [PNV] dw </ v (', w) dt! (14.3.2)

0 v T(Boot

+ (1 +§_1) Q“’N](t',u) dt’

t'=

t,u =1

+(1+¢h Qu,w(t, u") du’ + Ky (t, w).

u/=0

Proof. We integrate (11.6.1)) (with 22V ¥ in the role of ¥) over M,;,, and use Lemmas
[

and

The next lemma yields control over the simplest energy estimate error integrals generated
by the commutator terms. These terms appear in the first error integral on RHS (3.1.12)),
where 2V is in the role of ¥ and § is the inhomogeneous term in the wave equation

O, (2N0) = 3.

Lemma 14.7 (L? bounds for error integrals involving Harmless<" term . Assume
that N < 18 and < > 0. Recall that the terms Harmless<" are defined in Def.|11.1. Under
the data-size and bootstrap assumptions of Sects. and the smallness assumptions of
Sect. the following integral estimates hold for (t,u) € [0,T(poor)) % [0,Uo], where the
implicit constants are independent of ¢:

/Mt,u

<N
( g%,;;%,[\;@ v )‘ |Harmless="| dw (14.3.3a)

t

S (1 + §71) Q[I,N] (t/, U) dt/ + (1 + §71) / Q[I,N] (t, u’) du’
u'=0

t'=0
+ §K[17N] (t, u) + éz,

/ |47="U| |Harmless="| dw (14.3.3b)
M,

t u
r§ / Q[LN} (t/, U) dt, + / Q[LN} (t, U,) du' + K[I,N] (t, U) + é2
t'=0 u'=0

Proof. See Sect. for some comments on the analysis. To prove (|14.3.3a}) and ((14.3.3b)),

we must estimate the spacetime integrals of various quadratic terms. We derive the desired
estimates for three representative quadratic terms. The remaining terms can be similarly
bounded and we omit those details. We first bound the integral of [LZNW||Y 2<Ny|.
Using spacetime Cauchy-Schwarz, Lemmas and [12.2] and simple estimates of the form
ab < a? + b%, and separately treating the regions {p > 1/4} and {u < 1/4} when bounding
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the integral of }Y@SN \I/|2, we derive the desired estimate as follows:

/ L2V |Y 2N | dw (14.3.4)

t,u

1/2
< {/ LN’ dw} {/ ly <Ny dw}
My My

5(1+g—1)/ / LNV de du’
u'=0J Pt

1/2

n / / W 4PN dm dul + b, / Lersay |42V deo
u'=0 'P:L, Mi,u

u

<(1+¢h Qv (t, v') du’ + Ky w (¢, w),

u'=0
which is < RHS ([14.3.3a)) as desired.
As our second example, we bound the integral of |L32N \If‘ ‘QE’N}M . Using spacetime
Cauchy-Schwarz, Lemmas and [12.2] inequalities (10.3.6|) and ((14.2.3c|), simple estimates

of the form ab < a® + b*, and the fact that Qp nj is increasing in its arguments, we derive
the desired estimate as follows:

/ LN |2y dew (14.3.5)
M

’uu t
S/ / ‘L@NW’2 dwdu'+/ / L@E’N]p‘z dw dt’
uw'=0 7)12/ t'=0 ;4/

2

u t ¢ @1/2 s, u
S/ Qi (¢, v) dU’+/ {/ %ds + &2 dt’
u'=0 =0 [ Js=0 W (s,u)

u

t
S Qi (¢, u') du’ + / Qu (', u) dt’ + €2,
t'=0

u/=0

which is < RHS ([14.3.3a)) as desired.
As our final example, we bound the integral of the product |LZNW||ZNT11¥|. We first

recall the following estimate obtained in the second paragraph of the proof of Lemma [14.4}
| 2N < | X PN 4 | @2V 4 g 5Ny | + | 2 Ny|. Thus, we must bound the
integral of the four corresponding products from the RHS of the previous inequality. To
bound the integral of the first product, we argue as in the proof of to deduce that

/ L] [ X200 de (14.3.6)
Mt,u

u t
5/ / LN’ dﬁdu’+/ /
u'=0 J P!, t=0Jxy

w t
S / Qpu, vy (¢, ) du +/ Qv (t', ) dt’,
u'=0 =0

o 2
XC@[LNW‘ dez dt’
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which is < RHS ([14.3.3a) as desired. Similar reasoning yields that the integral of the
second product |L2NU|| 2Nt is < RHS (14.3.4) plus RHS (14.3.5) as desired. We
12.0.54)

clarify that the factor €2 is generated by the square of RHS (I al). Similar reasoning,
together with inequalities and , yields that the integral of the third product
e| LPN V|| 2<Nily| and the integral of the fourth product e|LZN¥|| 2 Ny| are < RHS
plus RHS as desired. We clarify that we have used the fact that Qpu,ny is
increasing in its arguments and the estimate to bound the time integrals on RHSs

(14.2.3c) and ([14.2.3d) by < Qp n(t, ), as we did in passing to the last line of (14.3.5]).
[

14.4. L? bounds for the difficult top-order error integrals in terms of Qp; yj. In the
next lemma, we estimate, in the norm || - ||z2(sw), the most difficult product that appears in
our energy estimates.

Lemma 14.8 (L? bound for the most difficult product). There ezists a constant C' > 0
such that under the data-size and bootstrap assumptions of Sects. and the smallness
assumptions of Sect. the following L? estimate holds for the difficult product (X\II)YNtrﬂx

from Prop. |11.10) whenever (t,u) € [0, T(poot)) % [0, Up]:

B 1 P
H(X\I/)YNU"SJX‘ L2(s) < RN Q[ll/iv]( w) (14.4.1)
H[Lu]*”LOO(Eu) t ||[L},L]_||Loo(2u 1
-4.()5 t /2
i e (t, ) /s:(] W, (s, u) Qu (s, u) ds
L t 1 ! 1 1/2 ,
- Cl"’ (t u) // -0 H*(S, ’LL) /3:0 u1/2(87u>(@[1,N]<S7u) dsds
1/2 1 1/2
+ Cu}ﬁ(t )Q[l N]( u) + CmQ[l,N 1](757U)
1
+(C————¢.
w2t u)

Furthermore, we have the following less precise estimate:

1/2 1 1/2 o _
HuYNtrngLg(E?) S Q[{N] (t,u) + WQ”/’N_” (t,u)+ € {Inp ' (t,u)+1} (14.4.2)

)
+/t Q2 (s,u)d
—_— s,u) ds.
s=0 H*( [LN]

S, u)
Proof. See Sect. for some comments on the analysis. We first prove (14.4.1). We take
the norm || - |[z2(zyy of both sides of (11.5.14). Using (12.0.4), we see that the norm of
the first term on RHS ([11.5.14)) is < the first term on RHS (|14.4.1) as desired. Also using
;

Lemma . we see that the norm of the second term on RHS ([11.5.14]) is < the second term
on RHS ‘D We now explain why the norm || || z2(z) of the term |Error| from (11.5.15)
is < the sum of the terms on lines three to five of RHS m With the exception of the

1
bound for the first term TRCRD) ) ‘ g (0,u,9) on RHS (11.5.1F)), the desired bounds follow
U
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from the same estimates used above together with those of Lemma |14.4] inequalities ((10.3.3))
and ((10.3.6)), the fact that Qp n) is increasing in its arguments and simple inequalities of
LQ(E“

s \(W!
ol
LQ(E%L) t u L2(%Y)

now use definition (6.2.2al .) the simple inequality |G(rrame)| = |f(‘y,¢lx ,dz*)| < 1 (which
follows from Lemmas and and the L™ estimates of Prop. |8.10)), the estimates of

Lemma |7.3| the estlmate (8.4.1a)), and the assumptions on the data to deduce the desired
bound H(YN)%‘ < €. We have thus proved ((14.4.1)).
b (t, u L2y ™ ot )
The proof of (|14.4.2)) is based on inequality ([11.5.16)) and is similar but much simpler;
10.3.5)

we omit the details, noting only that inequality ([10.3.5)) leads to the presence of the factor
Inp t(t,u) + 1. O

. We first use

the form ab < a? + b?. Finally, we must bound

(13.2.3) with s = 0 to deduce

o

14.5. L? bounds for less degenerate top-order error integrals in terms of Qu, v
In the next lemma, we bound some top-order error integrals that appear in our energy
estimates. As in the proof of Lemma [14.8, we need to use the modified quantities to avoid
losing a derivative. However, the estimates of the lemma are much less degenerate than
those of Lemma because of the availability of a helpful factor of p in the integrands.

Lemma 14.9 (Bounds for less degenerate top-order error integrals). Assume that
N < 18. Under the data-size and bootstrap assumptions of Sects. and the smallness
assumptions of Sect. the following integral estimates hold for (t,u) € [0, T(poot)) X [0, Up):

‘/ p(XY W) (X W) (W) - (Y™ trgx) dew (14.5.1a)
Mt u
S {ln (' u) + 1}2 Qv (t', u) dt’
t'=0
' 1 ! / o

+/t/:0 u*(t’,u)@“’N_l](t Ju)dt’ + €%
‘/ (14 2w)p(LY M W) (X W) (@7 W) - (ndy ¥ trgx) dw‘ (14.5.1b)

Mt u

< {ln},L* tu—|—1} Q[thudt+/ Qp,n(t, ') du’

t/

t
1
() dt + €2
1 Mo RGO

Proof. See Sect. for some comments on the analysis. To prove ({14.5.1bf), we use the fact
that p = f(y)y (see (2.16.2c])), the L*> estimates of Prop.|8.10, Cauchy-Schwarz, and ((12.0.4])
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to deduce
LHS (T4.5.1b) 5/ Ly Nw|? dw+/ WY Vrgx|* dew (14.5.2)
Mt,u Mt,u
u t
S [yNul, as [ e, a
u'=0 u! =0 t
u t
< @wwwwwf/\mwwﬂ;ﬁc
u/=0 =0 t
To complete the proof of (14.5.1bf), we must handle the final integral on RHS (14.5.2)). To
bound the integral by < RHS ((14.5.1b)) we use inequality (14.4.2)) (with ¢ in place of t),

(10.3.5) and the fact that
[4.4.2]) as follows:

simple estimates of the form ab < a® + b?, and we in addition use
Qq,n) is increasing in its arguments to bound the last integral on RHS (I

tl
1 1/2 _ 1/2
L o Qi W ds S (k) + 13 Qv

In carrying out this procedure, we encounter the following integral generated by the next-

to-last term on RHS ((14.4.2)):

t
é2/ {Inp 't u) + 1) at'.
t'=0

Using ((10.3.6)), we deduce that the above term is < €2 as desired. We have thus proved
(14.5.1D)).

The proof of ([14.5.1a}) starts with the following analog of (14.5.2)), which can proved in
the same way:

t
LHS (14.5.1a) 5/ H)“(YNW(
=0

The remaining details are similar to those given in the proof of (14.5.1h)); we therefore omit
them. 0J

t
: w+/’”mwwﬂ;da
Z?, =0 t/

14.6. Error integrals requiring integration by parts with respect to L. In deriving
top-order energy estimates, we encounter the error integral

—/ (14 2w) (LY N 0) (X )Y Vtrgx doo.
Mt,u

It turns out that to suitably bound it, we must rely on the partially modified quantity
¥ 27 defined in , and we must also integrate by parts via the identity .
We derive the main estimate of interest for the above error integral in Lemma [14.12| Before
proving the lemma, we first establish some preliminary estimates for various error integrals
that arise from the integration by parts procedure. We bound the most difficult of these
integrals, which is a ¥} boundary integral, in Lemma (14.10

We start by deriving ||-|[z2(zy) estimates for the second most difficult products that appear
in our energy estimates.
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Lemma 14.10 (A difficult hypersurface L? estimate). Under the data-size and bootstrap
assumptions of Sects. and the smallness assumptions of Sect. the following L*
estimate holds for (t,u) € [0, T(Boot)) % [0, Up]:

1 o N1 I[L ] “CO(E“ 1/2
— (X)L Lﬂ < V2—— Q2 (t,u) (14.6.1a)
H\/rL L2(5Y) He(t, u) [1.N]
1 1/2 1/2
+(C———Q t,u) + Ce—Q
W2t ) N R M wy G ()
1
+Cé——+—,
1/2( )
sz < vEj L e
= = oo ((—)xu :
T Ly R W (1) Joe ou/< u)
(14.6.1b)
! 1 1/2
/ /
. w2 >Q“’N] o
Lot /t — QN (¢ w) !
SRSV YN 1,N
% (t,u) t'ow/( w
. 1
+O€1/2—
(8 w)
Moreover, we have the following less precise estimates:
L@N—l)@] e NW@H}](LU)—F@, (14.6.2a)
U
(-t fﬂ / L o uyar 14.6.2b
R P et (L D

Proof. See Sect. for some comments on the analysis. We first prove (|14.6.1bf). We take
1 -

the norm || - [|2(muy of —=(XW) times (11.7.1b). We bound the terms arising from the
n

second line of RHS ([11.7.1b]) by < the sum of the last two terms on RHS (14.6.1b)) with the
help of Lemma [14.3] Lemma [12.2] Lemma , and the estimate || X W||Lo(zyy S 1 (that is,

E63) t
To bound the norm || - || ,2(su) of the product (X0) |Gl / |AYN 10| dt’, we first
=0

use equation (2.11.1)), the relations G, GLX f(y) (see Lemma_, inequality ({8.1.2)),
the L™ estimates of Prop. [8.10, and Cor. to pointwise bound the product by < (1 +

|| |
5%l

—

Ly(t, u, 9 !
Ce) 1ult,u, )] + Ce / |AY =N (¢, u,9) dt’. As above, we can bound the product
H(ta U’7 19) t’'=0

involving the factor Ce by < the next-to-last term on RHS (14.6.1b|) by using Lemmas

Ly ‘ / ! <N '
ke AY <N gt
‘ VH| Ji=o ’ |

and |12.2| To bound the remaining (difficult) term (1 + C¥¢)

I

L2(2})
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we first decompose ¥} = (+)Z;“;t U (_)E}f;t as in Def. and use Lemmas and to
bound it by < (1 + Ce) times

t
1 1/2 / /
\/_H\/_ Lee((= )Eu /t/—o m@[ N]< )dt (1463)

t
1 1/2
+C H / Q% (¢ u) .
\/— Lo ) E“ =0 u'*/Z(tl ) [1,N]
The fact that (1+Ce) x RHS (14.6.3) < RHS 1} follows from using (8.6.4al), (8.6.54)),
([021), and ([0:239) to deduce that (1 -+ C) \ ¥ < LRl sy 128 +
Lo ()8, !

Ceu Y3(t,u) and <C.

H \/_ Loo((+)2u

Finally, we must bound the norm || - [|z2(zu) of the product arising from the first term

)(YN—I)QT (0,-) on RHS (11.7.1b)). We first use (8.6.3a) and (13.2.3) with s = 0 to de-

1 - N—-1 1 N-1
FED[T ) S ]
Vi s ow(tu
(6.2.2a)), the simple inequality |G (prame)| = [f(¥ d ,dz*)| < 1 (which follows from Lem-
mas and and the L* estimates of Prop. |8.10 - the estimates of Lemma [7 [7.3] the
estimate (8.4.1a)), and the assumptions on the data, we find that H (™= 1)3?1 s <é In

L2 (xy
total, we conclude that the product under consideration is < the last term on RHS m
as desned We have thus proved m

1 -
To prove (14.6.1a)), we take the norm || - [|2(xu) of —(XW) times (11.7.1a). We bound
m

the terms arising from the last two terms on RHS ((11.7.1a)) by < the last two terms on
RHS (14.6.1b)) with the help of Lemma [12.2, and the estimates || X V|| p~sy) S 1, (10.3.6)),
(14.2.3c), and (14.2.3d]). Note that we have used (|10.3.6) and the fact that the Qp n are

increasing in their arguments to bound the time integrals on RHS ((14.2.3c])-(14.2.3d)) by
11 4

< t,u). To bound th : wy of th duct ——

S Quw(t,u). To bound the norm || - [|z2(su) of the produc 2\/FL(

duce

. Next, from definition
L?(zu

we first use the reasoning from the second paragraph of this proof to pointwise bound

! (L]
the product by < s 124 VY] 0| Ry
HAl Ho ey
C
(6 ‘\/_dY<N\I/‘ Thus, using inequality (10.2.1) and Lemma [14.6.1a we bound the
e (t

norm || |z2(zv) of these products by < the sum of the first, second, and third terms on RHS

(14.6.1a)).
The proofs of (14.6.2a)) and ((14.6.2b)) are based on a strict subset of the above arguments

and are much simpler; we omit the details. 0

We now derive estimates for some error integrals that are much easier to estimate than
the ones treated in Lemma [I4.10
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Lemma 14.11 (Bounds connected to easy top-order error integrals requiring in-
tegration by parts with respect to L). Assume that 1 < N < 18 and ¢ > 0. Let
Error;[Y VN, (=1 %] be the error integrands defined in (3.1. 235]) and (|3.1.23b)), where YN
is in the role of 2NW and the partially modified quantity ¥ e defined in is in
role of . Under the data-size and bootstrap assumptions of Sects. and the smallness
assumptions of Sect. the following estimates hold for (t,u) € [0, T(pooty) % [0, Us|, where
the implicit constants are independent of :

/ Error, [V V¥; WN”EE]’ dw (14.6.4a)
Mt,u
L 1 K 1
S+ )/ TQ[l,N](&“) ds +/ 3/2—@[1,1\/—1}(&“) ds
s=0 17 (s,u) s=0 (s, u)
+ Kt u) + (L+¢1)e?,
/ Errory[Y N, (YN_I)EZ”V] dw S €+ eQpun(t,u), (14.6.4b)
/ Errory[Y N0 027 dew < €2, (14.6.4c¢)
0
/ (1+2u)(X0)(Y 2N0) 0| dew < &2 (14.6.4d)
b

Proof. See Sect. - 2| for some comments on the analysis. We first prove m All
products on RHS (3.1.23a)) contain a quadratic factor of (Y N+10) YY" Hg" (v Ny g

or (YNW)LO™ 2. With the help of Prop. 8.10} it is easy to see that the remaining factors
are bounded in L™ by < 1. Hence it suffices to bound the spacetime integrals of the three

quadratic terms by < RHS ([14.6.4a]). To bound the spacetime integral of (YN+1\I/)(YN71)¢%71,
we use spacetime Cauchy-Schwarz, Lemmas and|12.2] inequalities ((10.3.6]) and (14.6.2b)),

simple estimates of the form ab < a?+b?, and the fact that Qqu,ny is increasing in its arguments
to deduce

/ ‘(YN“@)(YN”)ﬂ dw (14.6.5)
Mtu
. . t _ 2
§§5*/ |¢ZYN\I/|2 dw+§_15*_1/ H(YN 1)3?/1 ds
Mt,u s=0 LQ(E?;)
t s 2
ScKu,N](t,u)+<‘1/ {/ e Q[lﬁw(’ )dt} +¢71é%ds
0 (Jt=0 ( u)

S Kyt u) +¢7 / Qpu.n(s,u) ds +¢1€2,
s=0

which is < RHS (|14.6.4a)) as desired. We clarify that in passing to the last inequality in
(14.6.5), we have used the fact that Qy nj is increasing in its arguments and the estimate
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m ) to deduce that /

v=o w/2(t ( u)
the last line of
The spacetime integral of ’(YN\IJ)(YN_l)ﬁﬂ can be bounded by < RHS by using
essentially the same arguments; we omit the details.
To bound the spacetime integral ﬁYN\I’)L(YN_I)%A;‘, by < RHS (14.6.4a]), we first use
Cauchy-Schwarz, Lemmas and [12.2] and inequality to deduce

t
YNy L(yN—l)ﬂ d </ YNy ‘L(yw_l)gﬂ
[, low 25 [ IV .
t
1 1/2 1/2
S —Q Q S
/so (s, u) AN 1]( u) [IN( u)d

t
. 1 1/2
+€ / ——Q{ y_(s,u) ds.
o i 2(s,u) N

Finally, using simple estimates of the form ab < a? + b? the estimate ((10.3.6]), and the fact
that Qi ) is increasing in its arguments, we bound RHS ([14.6.6) by < RHS (14.6.4a)) as
desired. This concludes the proof of (|14.6.4a)).

We now prove ([14.6.4b)) and ((14.6.4c|). We first note that RHS (3.1.23bf) is in magni-

tude < ¢ ‘YN\IJ| ’(YNfl)e%Afm an estimate that can easily be verified with the help of the

Q[ll/?\f]( ou)dt < Q[l/?v](s u), as we did in passing to

ds (14.6.6)

estimate (8.4.1al) and the L> estimates of Prop. [8.10l Next, using Cauchy-Schwarz on X},
Lemma |12.2] (14.6.2b)), and the estimate ((10.3.6)), we deduce that
N yN-1 N yN-1
[ [V E d S 2 YU |

1/2 1/2 o
< et w) { Q3 (tw) + &}
< RHS (T4.6.4H),

as desired. We clarify that in passing to the second line of (14.6.7]), we have used ({10.3.6))
and the fact that Qp N] is increasing in its arguments to bound the time integral on RHS

m 14.6.2b)) by < Ql/z m then follows from m with ¢ = 0 and Lemma|14.5]

The proof of (1 is similar. The main difference is that the L* estimates of Prop.|8.10]
imply only that LHS is < fzg YN | ‘(YNA@;W dwo, without a gain of a factor
e. However, this integral is quadratically small in the data parameter €, as is easy to verify

using the arguments given in the previous paragraph. We have thus proved (|14.6.4d)) and
established the lemma. O

(14.6.7)

L2 (2})

We now combine the previous results to prove the main lemma of Sect.

Lemma 14.12 (Bounds for difficult top-order error integrals connected to inte-
gration by parts involving L). Assume that 1 < N < 18 and ¢ > 0. There exists a
constant C' > 0, independent of ¢, such that under the data-size and bootstrap assumptions
of Sects. and the smallness assumptions of Sect. the following estimates hold for
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(t,u) S [OaT(Boot)) X [O, U()] N

‘/ (1+2u)(Xq/)(YN+1\1/)L<Y”1>§fdw‘ (14.6.8)
Mtu
HL 1)
<./ ( L (@[17N}(t',u) dt’
1 t
+C’5/ —Q tudt+C’/ —Q dt’
o Me(t', ) () t= ou*/( u) ()
+ Cé?,
/ (1+2u)()?@)(YN+1\y)<YN‘1>§dw‘ (14.6.9)
s
t
S 2 Q1/2 t,'LL Lu P / Q1/2 / dt/
LL}(/Q(, ) [1N]( )” ||L (=) —o ui/Q(t ) [IN( )
1 1/2 /t 12
+C’8—Q t,u —Q dt’
Z(t,u) [1,N]< ) y OLL}(/2( ) [IN( )

¢
1/2 1 1/2
+ C@[I/N (t,u) / T Q[l/,N] (t',u)dt’
=0 W (1, u)

1
+ CsQp i (t,u) + Cs e ——.
{6 ) e (t, u)
Proof. See Sect. for some comments on the analysis. To prove (|14.6.8), we first use
(8-4.2a

Cauchy-Schwarz and the estimate |Y| < 1 + Ce (which follows from (8.4.2a) and the L
< 1and HPL”LDO (z%) <1

estimates of Prop.|8.10) and in particular the estimates H)v( \IJH
L
to bound the LHS by

(=)

1 No1
— (XU LY
‘ \/_

+C/ ViYW ’L (N 1>N‘L2(E

The desired estimate 14.6.8 now follows from ([14.6.10)), Lemma . and inequalities
(14.6.1a) and Note that to bound the integral C' ftf E—m— Q[ll/ ?\/] (t',u)dt,

v
which is generated by the last term on RHS m, we first use Y01(1ng s inequality to
e @[ N]( u)
w2t u) W)
first term in the previous expression by < €2 with the help of the estimate ((10.3.6)) and the
time integral of the second by < the third term on RHS 14.6.8: .
The proof of (14.6.9) is very similar but relies on ((14.6.1b)) and in place of

(14.6.1a) and (|14.6.2a); We omit the details except to note that we encounter the term

t
< (1+Ce) /t/_ H\/FLdYN\I/HB(EZ) (14.6.10)

L2(s%)

bound the integrand by < . We then bound the time integral of the
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€ 1/2 o )@[11/?\, (t,u) generated by the last term on RHS ([14.6.1b]); We bound this term by
using the simple Cém(@?ﬁ\r] (t,u) < Cg—1€2 uu) + C<Qp (L, u).

[l

14.7. Estimates for error integrals involving a loss of one derivative. The following
lemma plays a central role in our proof that the energy estimates become successively less
degenerate with respect to powers of u ! as we descend below top order. In the lemma, we
consider the two most difficult error integrals that we encounter in our proof of Prop. [14.2]
Here, we bound them in a much simpler way that incurs a loss of one derivative (which is
permissible below top order). The main advantage of these estimates compared to the ones
that do not lose derivatives is: the deriwvative-losing estimates are much less degenerate with
respect to p;t.

Lemma 14.13 (Estimates for error integrals involving a loss of one derivative).
Assume that 2 < N < 18. Under the data-size and bootstrap assumptions of Sects. [7.4
and the smallness assumptions of Sect. the following estimates hold for (t,u) €
[O>T(Boot)) X [07 UO] 3

‘ / (X@Nlm)()?qf)yf“ngxdw| (14.7.1a)
Mtu
' 4 @1/2 " Q1/2 t
< @1/2 Lt w) / —/2( )ds dt’+é/ —“’fj;”( )dt’,
= s=0 W~ (s, u) v=0 (', u)
‘/ (1 +2u)(L@N—1W)(XW)YN—1tr¢Xdw‘ (14.7.1b)
Mtu

¢ QY2 (¢, Y @1/2 CQY2 (tu
< / [1,11\/72_1]( u) / LA ( u) s b ar 4 é/ [1,11\/72_1]< ) "
=0 W (t, u) s=0 W' (s, u) =0 W/ (¥, u)
Proof. See Sect. [8.2] for some comments on the analysis. We first prove (14.7.1b). We begin
by using the L estimates of Prop.[8.10] to bound two of the factors in the integrand on the

LHS as follows: H (14 2p)( X ) H < 1. Using the previous estimate, Cauchy-Schwarz,
Loo(5%)

Lemma [12.2] and the estimate |D we bound LHS (14.7.1b)) by

t
1
S-’/ H\/ILL‘@N 1\]:}”LQ Zu ‘YN ltrnylg(Eu dt, (1472)
t'=0 "‘L* ( , U
t Q1/2 t,u Q1/2 s,
5/ [1,11\/721]< ) @;+/ [l/N]( )ds o
v=0 W/ (¥ u) =0 1% (s,u)

t Q[ll/j\ffl] (tlvu) ! Q[l/N](S U) ’ ° t Q[ll/j\ffl] (tlvu) /
v=0 W/ (¥ u) =0 My (, w) v=0 W/ (¥, u)

as desired.
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The proof of ([14.7.1a) is similar, the only difference being that we start by bounding LHS
(T2.7.1a) by < / | X219l Y 0 0

14.8. Proof of Prop. [14.2

L2( E“

Proof of (14.1.2a): Assume that 1 < N < 18 and let 2" be an N*"—order P,-tangent
vectorfield operator. From (3.1.12) with VW in the role of ¥, the decomposition (3.1.13)
with 2NV in the role of ¥, and definition (12.0.2a)), we have

E[2VV](t, u) + F[2NV](t, u) + K2V V](t, u) (14.8.1)

=E[2YV](0,u) — / {(1 +2u) (LN W) + 2)“(9%} ud,(2NV) dw
M

H 2NV d
[, ol e
We will show that RHS m < RHS (| . Then, taking the max over that estimate
for all Such operators of order in between 1 and N and appeahng to Defs. [12.1] and [12.2] we
conclude

To show that RHS < RHS , we first use Lemma to deduce that
E[2YV](0,u) < €%, which is < the first term on RHS (14.1.2a]) as desired.

To bound the last integral Z?Zl fMtu .-~ on RHS ([14.8.1) by < RHS , we use
Lemma [14.6] 7

We now address the first integral — fMM -+ on RHS (14.8.1)). If N > 2 and 22" is not of
the form YV='L or YV, then the desired bound follows from and (14.3.3a)). Note
that these bounds do not involve the difficult “boxed-constant-involving” terms on RHS
[T123).

We now consider the case 2V = Y¥. The case 2% = YN-1L can be treated in an
identical fashion and we omit those details. We start by substituting RHS for the
term p,(2V¥) on RHS . It suffices for us to bound the integrals corresponding
to the terms (XW)YNtryx and p(d% W) - (udY N~'trzx) from RHS (11.1.11)), for the above
argument has already addressed how to bound the integrals generated by Harmless<" terms.
To bound the difficult integral

—2 / (XYNW) (X W)Y Viryx dew
Mt u

by < RHS ([14.1.2a}), we first use Cauchy-Schwarz and (12.0.4)) to bound it by

<2/ @[ﬂ/iv ) |(X) YNtrng (14.8.2)
We now substitute the estimate (14.4.1) (with ¢ in (14.4.1]) replaced by t') for the second
factor in the integrand (14.8.2). Following this substitution, the desired bound of (14.8.2))
by < RHS ([14.1.2a)) follows easily with the help of simple estimates of the form ab < a® + b°.
Note that these estimates account for the portion - -+ of the first boxed constant integral
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[6]--- on RHS (14.1.2a) and the full portion of the boxed constant integral [8.1]--- on RHS
(14.1.2a)).

We now bound the error integral

— / (14 2u) (LY N 0) (X )Y Vtrgx doo.
Mt,u

To proceed, we use (6.2.2a)-(6.2.2D)) to decompose Y Ntryx = YO hg _ y ("™ HX. Since
RHS (11.5.1d) =H armless<Y, we have already suitably bounded the error integrals gener-
ated by Y DX. We therefore must bound

—/ 1+ 20)(LYN O (X)) Y N2 de (14.8.3)
Mt,u

by < RHS (14.1.2a)). To this end, we integrate by parts using (3.1.22)) with n := ¥ he
We bound the error integrals on the last line of RHS (3.1.22) and the on“ -+ integral on

the second line using Lemma [14.11] It remains for us to bound the first two (difficult)
integrals on RHS (3.1.22) by < RHS ({14.1.2a)). The desired bounds have been derived in
Lemma . Note that these estimates account for the remaining portion [2]-- - of the first
boxed constant integral @ -~ on RHS and the full portion of the boxed constant

integral - -+ on RHS ([14.1.2a]).
To complete the proof of ([14.1.2a)), it remains for us to bound the two error integrals

generated by the term p(d% U) - (udy™ ~tryx) from RHS (11.1.1D). These two integrals were
suitably bounded by < RHS in Lemma m (note that we are using the simple
bound {Inpu; (¢, u) + 1}° < wi *(#, u) in order to bound the integrand factors in the first
integrals on RHS and RHS ([14.5.1D)) ). Note that these estimates do not contribute
to the difficult boxed constant terms on RHS ((14.1.2a). We have thus proved .

Proof of ((14.1.2b)): We repeat the proof of ([14.1.2a)) with NV — 1 in the role of N and with

one critically important change: we bound the difficult error integrals

-2 / (X 2N 10) (X 0)Y Nty do
Mt,u

and
—/ (1+2w) (L2 (X 0)Y VM ryx dew
Mt,u

using the derivative-losing Lemma [14.13]in place of the arguments used in proving ((14.1.2a]).
O

14.9. Proof of Prop. [14.1

Estimates for Q15 and Q 17: We first derive the estimates (14.1.1a)) for Q15 and
Qq1,17), which are highly coupled and must be treated as a system. To this end, we set

F(t,u):=  sup ' (44) {Quag(t,a) + Kuag (£,4)} (14.9.1)
(£,8)€[0,t]x [0,u]
G(t,u) == sup 1t (8,2) {Quan(t,4) + Kpag(t,a)}, (14.9.2)

(t,2)€[0,t] x[0,u)
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where for ¢/ < ¢ <t and v/ < @ < Uy, we define

11(t') := exp ( T(Boot) — 27/ T(Boot) — t’) . (14.9.3)

t 1
——ds | =ex 2
/s:O V T(Boot) -8 > P (

t 1
LQ(t/’ u/) = exp / 9/10— ds , (1494)
s=0 W (s, u’)

vp(t ) = u TS ) S () u et e (14.9.5)
vt ) = w23 () S () S u et e (14.9.6)

and c is a sufficiently large positive constant that we choose below. The functions —
are approximate integrating factors that will allow us to absorb all of the error
integrals on the RHS’s of the inequalities of Prop. [I4.2] We claim that to obtain the desired
estimates for Q1,15) and Q[1,17], it suffices to show that

F(t,u) < Cé&?, G(t,u) < Cé?, (14.9.7)

where C' in is allowed to depend on c. To justify the claim, we use the fact that for
a fixed ¢, the functions «§(¢), 5(t,u), e, and e are uniformly bounded from above by a
positive constant for (¢,u) € [0,T(poor)) * [0, Upl; all of these estimates are simple to derive,
except for (14.9.4)), which relies on

To prove ((14.9.7)), it suffices to show that there exist positive constants oy, o, 1, and

o+ 2P g, (14.9.8)
1—Bs
such that if ¢ is sufficiently large, then
F(t,u) < C&* + o F(t,u) + o G(t, u), (14.9.9)
G(t,u) < C& + B1F(t,u) + B2G(t, u). (14.9.10)

Once we have obtained ((14.9.9)-(14.9.10)), we easily deduce from those estimates that

G(t,u) < e+ Py F(t,u), (14.9.11)
1—Bs
F(t,u) < Ce* + {ocl + 1“2[?’(; }F(t,u). (14.9.12)
I

The desired bounds ((14.9.7) now follow easily from ((14.9.8]) and (14.9.11)-(14.9.12).
It remains for us to derive ([14.9.9))-(14.9.10). To this end, we will use the critically im-
portant estimates of Prop. as well as the following simple estimates, which are easy to
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derive:

e 1 o1t d R
) et = = | (i)} dt < 5 (D), (14.9.13)
t/

=0 T(Boot)y — 1 ¢ Jy=o c
f 1 1 [t d 1. .
/ Lg(t,,ﬂ)w dt' = —/ — {5t a)} dt’ < —u5(t,a), (14.9.14)
=0 w (Y, a) ¢ Jy=o dt ¢
i
’ 1 7
/ et dt < —e, (14.9.15)
=0 C
R 1
/ e du’ < —e™. (14.9.16)
u/=0 c

The smallness needed to close our estimates will come from taking ¢ to be large and ¢ to be
small.
We stress that from now through inequality , the constants C' can be chosen to
be independent of c.
We also use the fact that ¢§(+), ¢5(-) e“, and e are non-decreasing in their arguments, and
the estimate , which implies that for ¢ < ¢ and @/ < 4, we have the approximate
monotonicity inequality

(1+ CVE (o)) = (i, ). (14.9.17)

In our arguments below, we do not explicitly mention these monotonicity properties each
time we use them.

We now set N = 18, multiply both sides of inequality by ¢ (t,u) and then set
(t,u) = (£,4). Similarly, we multiply both sides of inequality by ' (t,u) and then
set (t,u) = ({,4). To deduce (14.9.9)-(14.9.10)), the difficult step is to obtain suitable bounds
for the terms generated by the integrals on RHSs (14.1.2a})-(14.1.2b)). Once we have such
bounds, we can then take sup(; 4)ejo.¢x[0,,) Of Poth sides of the resulting inequalities, and by
virtue of definitions ((14.9.1))-(14.9.2)), we will easily conclude (14.9.9)-(14.9.10).

We now show how to obtain suitable bounds for the terms generated by the “border-

line” terms @f cee f <+, and m(@[lﬁv] (t,u) [ --- on RHS . The terms
generated by the remaining “non-borderline” terms on RHS are easier to treat.
We start with the term [6]c* (£, @) J;:O -+-. Multiplying and dividing by u#(# 4) in the
integrand, taking supyep gt * (', @)Qpu1g (', @), pulling the sup —ed quantity out of the
integral, and using the critically important integral estimate with B = 12.8, we find
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that
E L]l oo s,
Nt / ) dt’ 14.9.18
@LF ( ,U) Vo },L*(t/, A) @[1 18( ) ( )
i
<[6kp'(f,a) sup {ui"*(¥,a)Qpu,5(t, @)} [[Lp]- IILoo(zu)u*m(t,a)dt’
t'€[0,f] t'=0
<[6Jul 5, 0) sup {ore ()i (¢ W) e Pt @) Qg (¢ 1) |

t'€[0,f]

t
[ MM gy w5 )
t'=
6+Cve .. .. _ 6+C\e
< 2T UVE R Ay < 2EEVE B ),
S g W) s g Flhu)

To handle the integral L}l (t, 1) [ -+-, we use a similar argument, but this time taking
into account that there are two time integrations. We find that

- t ||[LPL]—||L°°(E ¥) ~1/2 v H[LPLLHLOO $E) ~1/2
81l (4 a) / Q2 4) / “EH QU2 (s,a)dsdt’ (14.9.19)
v=0  H(t, 1) 5=0

(s, 1)
8.1+ Cy/e

< ST T OVE b,
< Tisx gl &

To handle the integral L}l(f, @) [ -+, we use a similar argument based on the critically
important estimate (10.3.2). We find that

17 - 1 1/2 5 o« ! 1/2 .
LFl t,u Hi/2—(@[l/’18] (t,a) HLHHLw((—)z;};{)/ﬂ 172 )Q[1/18 (t',a)dt (14.9.20)

(f,4) =0 fu ( )
2+ C\e
< —F .
< ZEEVE ()
6+ C 81+C
The important point is that for small , the factors —411 8\/5 on RHS (14.9.18), 118 8+ 1@

8.1

+ \/_ 6 2
HS ([4.9.19), and =Y on RHS (14:9.20) sum t l 1.
on RHS (14.9.19), an nit Ssum0118+118><118+54+0\/_<

This sum is the main contrlbutor to the constant o; on RHS

The remaining integrals are easier to treat. We now show how to bound the term arising
from the integral on the 11*" line of RHS , which involves three time integrations.
The term arising from the integrals on the 9** and 10" lines of RHS can be handled
using similar arguments, so we do not provide those details. We claim that the following
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sequence of inequalities holds for the term of interest, which yields the desired bound:

. i t 1 S 1
Ot t,a/ — QY. / _ / — QY2 (¢, a)ds dsdt’
PO [ a0 | ) oo w72, gy S

1=0 Hx -0 H*(S,U, -0 }‘L}( 7
(14.9.21)
¢ f 207 ' 1 1/2
<SRG [ el
c 2 o L (¢, a) s
X /t’ 1 sup {[/*C/2(Sl QY2 (s u’)} ds di’
a=0 M (5, 0) (w0l 0] L IR

t
Yoy e/2/5 - 1 1/2 R
< 2o (E Ay (¢ ) / — QY2 ()
r 2 v—o W (', 0) 11

t/
e 1
X sup {H*(Slaul>b2 /2(5I7U/)@[11/§8]<517U/>}/ (s, 1) ds dt'
s=0 Mx

(s',u)€[0,t']x[0,u]

C A2 ¢/
T (0L N (TR CRTO L R e ERT)
¢ (s" u’)€[0,]x[0,a)
1/2 ’ ¢ 1 t 1
X sup {Q (s ,u)}/ - / dsdt’
(s" u’)€[0,]x[0,a] [1,18] v—o M) Jo—o W3(s, 1)
< gu*(f ) sup {1 (s, u")Qpag (s, 0) } % i ! /t/ ! dsdt’
T T waneodxoa S =0 He(t',0) o (s, 1)
c_ . C
< —F(t < —F(t
< CF(ia) < SR,

1
which yields the desired smallness factor —. We now explain how to derive (14.9.21f). To de-

c
duce the first inequality, we multiplied and divided by L;/ 2(t’ ,4) in the integral [ ---ds’, then
pulled sup {L2 C/z(s ,u’)(@[lﬁg](s’, u’)} out of the integral, and finally used ({14.9.14))

(s’,u’)€(0,s]x[0,4]

1 s 1 c .
to gain the smallness factor — from the remaining terms / UQ—LQ/ *(s',0)ds’. To
c oo w%(s', )
derive the second inequality in (14.9.21]), we multiplied and divided by p,(s, @) in the in-
tegral [ ---ds, and used the approximate monotonicity property (14.9.17) to pull the fac-

tor sup {u*(s’, W)y (s u )Q[ll/?g]( ! ’)} out of the ds integral, which costs us a
(s' u')€[0,¢']x[0,1]

harmless multiplicative factor of 1+C+/e. The third inequality in (14.9.21]) follows easily. To

derive the fourth inequality, we use the monotonicity of ¢§(-), ¢5(+) €, and e, and ({14.9.17]).

To derive the fifth inequality, we use inequality (10.3.3) twice. The final inequality follows

easily.
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Similarly, we claim that we can bound the terms on the 5 through 7% lines of RHS

(14.1.2a}) as follows:

t
. 1
(Ea)Ce / L Quag(thi)dt < CeP(f,a) < CeF(t, ),
t

=0 U*(tlaﬂ)
(14.9.22)
1} ) O] 2 f V2 (¢, a)dt < CeF(E,0) < CeF(t
lp ( 7“) 5?@[1718}( ,u) 1/2 Q[l 18]( >u> > e (,u) > e (7“)7
W2 ) oo W (0 0)
(14.9.23)

Q

i
o (1) CQ g (E ) / e A@ﬁ{?a(’ ) dt’ < —F(ta) < —F(t,u).
v=0 W (1, 1) N
(14.9.24)

To derive , we use arguments similar to the ones we used in deriving , but
in place of the delicate estimate (|10.3.1)), we use the estimate ((10.3.3)), Whose imprecision is
compensated for by the availability of the smallness factor . To derive we use
arguments similar to the ones we used above, but we now multiply and d1V1de by u5 W', 1)
in the time integral on LHS (| and use To derive , we use similar
arguments based on multiplying and dividing by Lg 2(t’ ,4) in the time integral and using
(114.9.14)).
Similarly, we derive the bound

Qpuag (', a)dt’ < %F(E, i) < zF(t,u) (14.9.25)

Q

t
. 1
Cipl(hi) [ e
F ( ) t'=0 \/ T(Boot) -t

for the term on the 8 line of RHS ((14.1.2a)) by multiplying and dividing by ¢$(#) in the

1
integrand and using ((14.9.13)) to gain the smallness factor —.
c

Similarly, we derive the bound

| Q

for the term on the 12" line of RHS (14.1.2a) by multiplying and dividing by e in the
integrand and using ({14.9.16)) to gain the smallness factor —.

c
It is easy to see that the terms arising from the terms on the first and the next-to-last

lines of RHS ((14.1.2a), namely C(1 + ¢ )€2p;3/ (t,u), CeQpu n(t,u), CsQpu n(t,u), and
C<Kp,n(t, u), are respectively bounded (after multiplying by ¢' and taking the relevant

sup) by < C(1 +¢71)eé?, < CeF(t,u), < CsF(t,u), and < C<F(t,u).
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To bound the term arising from the last integral on RHS (14.1.2a)), we use ((14.9.13]) and
(14.9.17)) and argue as follows (we recall that N = 18):

Cuz'(t, @)/ T@[l,m (¢',a)dt’ (14.9.27)
=
. D P e t
< CulO.S(t’ ’EL)LI%t)L;%t, a>€7ct€7cu sup FL*( ) )
t'€[0,4] e (t, @)
_ . ‘ St
X sup {Llc(t')(@[mﬂ(t',u)} X %dt/
t'€0,4] v=0 W/ (¥, )
y —1/q4 /S ! L§<t/) !
(t) sup {LG (t 7U)Q[1,17] (t ,U)} X T dt
t€(0,) =0 W' (¥, )

G(i, i) < CG(t w).

>

§>

<Cip
¢

o

We now bound the terms ¢ (£,4) x - - - arising from the terms on RHS (T4.1.2H). All terms
except the one arising from the integral involving the top-order factor Q[ll/ ?8] (featured in the

., C
ds integral on RHS (14.1.2B))) can be bounded by < C'é*+ —(1+¢ 1)G(t,u) + CsG(t,u) by
C
using essentially the same arguments given above. To handle the remaining term involving
the top-order factor @[11/ ?8], we use arguments similar to the ones we used to prove ((14.9.21))
(in particular, we use inequality (10.3.3)) twice) to bound it as follows:

.t 1 ot 1 . ,

Cug' (t, 1) / 2, @[11/371“’“)/ 73— Qi 1y (s, 0) ds dt (14.9.28)
=0 },L* (t',a) FL* (s, )

cogiia s [ ael e} s (W ael ¢

(' u')€[0,£] x[0,4] (' u')€[0,£] x[0,4]

i 1 4 1
X — ds dt’
/t’O w4t a) /s o MS4(s, 1)

< CFV2(1,0)GV2(E,4) < CF(t,u) + %G(t,u).

Inserting all of these estimates into the RHSs of 1! (¢, @) x ([4.1.2a)(¢, @) and t5' (£, 4)x
(I4.1.2D))(£,0) and taking SUD (7 a)ef0.4x[0.u) Of Doth sides, we deduce that

6 8.1 2
< -1 g2 - 9.
F(t,u) <C(1+¢ )€ +{11‘8+11.8X11.8+54+O\/_} F(t,u) (14.9.29)
C 1 C

1
G(t,u) < Cé* + %F(t,u) + CF(t,u) + %(1 + ¢ HG(t,u) + CsG(t,u) + §G(t,u).
(14.9.30)
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We remind the reader that the constants C' in ((14.9.29))-(14.9.30]) can be chosen to be inde-
pendent of c. The desired estimates (14.9.9))-(14.9.10)) now follow from first choosing ¢ to be

sufficiently small, then choosing ¢ to be sufficiently large, then choosing € to be sufficiently

6 . 2
11 d using the af tioned fact that — 1.
small, and using the aforementioned fac a 118 + 18 %118 + = +Cye <

Estimates for Q<16 + K1 <16) via a descent scheme: We now explain how to use
inequality (14.1.2b)) to derive the estimates for Qp <i6) + K1,<16) by downward induction.

Unlike our analysis of the strongly coupled pair Q18 + K115 and Q17 + K117, we can
*

derive the desired estimates for Qi 16 + K[1,16) by using only inequality (14.1.2b)) and the
already derived estimates for Q177 + Kp,177. At the end of the proof, we will describe the

minor changes needed to derive the desired estimates for Qi 15 + Ky 15, - -+, Q1 + K.
To begin, we define the following analogs of ((14.9.6)) and (14.9.2):
e (t ) = TS ) () (e e (14.9.31)
H(t,u) = sup {7 (6, 0) Qg (t, @) + 177 (£, @) Kp g} - (14.9.32)

(£,2)€[0,t] % [0,u]

Note that the power of u ! in the factor u;™® has been reduced by two in (14.9.31]) compared
to ((14.9.6)), which corresponds to less singular behavior of Q16 4+ Kpi,16) near the shock. As
before, to prove the desired estimate (14.1.1al) (now with M = 4), it suffices to prove

H(t,u) < Ce>. (14.9.33)
We now set N = 16, multiply both sides of inequality (14.1.2b) by ¢;'(¢,u) and then

set (t,u) = (t,4). With one exception, we can bound all terms arising from the integrals
. C o
on RHS (14.1.2h) by < C&* + —(1 + ¢ ) H(t,u) + sH(t,u) (where C is independent of
c

c¢) by using the same arguments that we used in deriving the estimate for Q7 + Ky
The exceptional term is the one arising from the integral involving the above-present-order

factor Q[ll/ ?7 We bound the exceptional term as follows by using inequality (10.3.3)), the

approximate monotonicity of ¢y, and the estimate Q i 17] < C.ép *2(t,u) (which follows
from the already proven estimate (14.9.7)) for G(¢,u)):

ot 1 N 1
v=o W (t' ) w0 1 (s, 4)

] t 1 |
< Coeu,?(t,0) sup {L V2 QY2 (t’,u’)} x/ / — ds dt’
" (t u')€[0,d]x[0,d] . [1,16] v=o py/? (t',0) Js=0 (s, @)

o —1 _ —1/2 1/2
< Gt a0 a) s LNl )
(¢ u')€[0,£]x[0,4]

. 1
< C.eHY*(i, 1) < C.&% + S H(tu).
In total, we have obtained the following analog of (14.9.30)):

1
H(t,u) < C.é* + %(1 + ¢ HH(tu) + §H(t, u) + CsH(t, u), (14.9.35)
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where C. is the only constant that depends on c¢. The desired bound easily follows
from by first choosing ¢ to be sufficiently small and then ¢ to be sufficiently large
so that we can absorb all factors of H on RHS into the LHS.

The desired bounds for Qs + Kpis), Qug + Kpig, -+ can be (down-
ward) inductively derived by using an argument similar to the one we used to bound
Qq1,16) + K116, which relied on the already available bounds for Q17 + K177 The only
difference is that we define the analog of the approximating integrating factor
to be u PSSt u')e e, where p = 5.8 for the Q15 + K115 estimate, p = 3.8 for
the Qi 14y + K114 estimate, p = 1.8 for the Q1 13 + K113 estimate, and p = 0 for the
Qp <121 + Kp1,<19) estimates; these latter estimates do not involve any singular factor of T
There is one important new detail that is relevant for these estimates: in deriving the analog

of the inequalities ((14.9.34)) for Qp,<19) + K[1 <12, we use the estimate ((10.3.6]) in place of the
estimate ((10.3.3)); the estimate (10.3.6)) is what allows us to break the u_ ! degeneracy.

15. THE STABLE SHOCK-FORMATION THEOREM
In this section, we state and prove our main stable shock-formation theorem.

15.1. The diffeomorphic nature of T and continuation criteria. We first provide a
technical lemma concerning the change of variables map T and a lemma providing continu-
ation criteria.

Lemma 15.1 (Sufficient conditions for T to be a global diffeomorphism). Assume
the data-size and bootstrap assumptions of Sects. and the smallness assumptions of
Sect. [T7]. Assume in addition that
inf tu) > 0. 15.1.1
(t7u)e[0vT(Boot))><[07UO] u*( ) ( )
Then the change of variables map Y extends to a global C** diffeomorphism from [0, T poot)] X
[0,Up] x T onto its image.

Proof. First, from Lemma we see that that T extends as a C'%! function defined on
[0, T Boot)) * [0,Up] x T. Hence, to prove the lemma, it remains for us to show that T is a

diffeomorphism from [0, T(geer)] X [0, Up] x T onto its image. To this end, we first use (2.7.9),
(13.2.1)), the bootstrap assumptions (BAW|), the fact that 9, = di; + O(¥), (8.6.54), and

the assumption inf(t,u)e[o,T( Booty) X[0,U0] t(t,u) > 0 to deduce that the Jacobian determinant
of T is uniformly bounded from above and from below strictly away from 0. Hence, from
the inverse function theorem, we deduce that T extends as a C'! local diffeomorphism from
[0, T Boot)) < [0, Up] x T onto its image.

To show that T is a global diffeomorphism on the domain under consideration, it suffices to

. .. U,
show that for uy,us € [0, Up] with u; < ug, the distinct curves gT(Boot)uul’ET(Boot)qu - ZTfBoot)

do not intersect each other and that for each u € [0, U], T (T{Boot), u, -) is an injection from

T onto its image. To rule out the intersection of two distinct curves, we use (7.3.3), (8.6.5al),

the assumption inf(; u)e(o,15,00)x[0,00] W (t,u) > 0, the bootstrap assumptions (BAWV|), and
the fact that 9, = 8;; + O(W) to deduce that 32>_, |d,ul is uniformly bounded from above

and strictly from below away from 0. It follows that the (closed) null plane portions 735 (Boot

corresponding to two distinct values of u € [0, Up| cannot intersect, which yields the desired
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result. It remains for us to show that when u € [0, Up], Y (T(Boor), u, ) is a diffeomorphism
from T onto its image. To this end, we note that for each fixed u € [0, Up], the rectangular
component T2(T( Boot)» U, +) (which can be identified with the local rectangular coordinate x?
along the curve), viewed as a T-valued function of ¥ € T, is homotopic to the degree-one
map T2(0, u,-) by the homotopy Y?(-,u,-) : [0, T(geor)] x T — T. Hence, it is a basic result
of degree theory (see, for example, the Hopf Degree Theorem in [22]) that Y?(T{goor), u, -) is
also a degree-one map. Next, we note that , with N = 0, the L™ estimates of
Prop. [8.10] and Lemma m together imply that ©Y? (T poor), u, ) = VY2 =1+ O(e) for
¥ € T. From this estimate and the degree-one property of T*(T(poot), U, ), we deducﬂ that
(for sufficiently small €), T?(T{goot), u, -) is a bijectionm from T to T. Hence, Y(T(goot), U, -)
is injective, which is the desired result. 0J

We now provide some continuation criteria, which we will use to ensure that the solution
survives until the shock forms.

Lemma 15.2 (Continuation criteria). Let (U, ¥) := (U|g,, 9, ¥|s,) € HX(SL) x H3(XD)
be initial data for the geometric wave equation Uy W = 0 that are compactly supported in
¥ (see Remark regarding the Sobolev spaces HY (3})). Let Trocary > 0 and Uy € (0,1],
and assume that the corresponding classical solution VU exists on an (“open at the top”)
spacetime region MT@ml),UO (see Def. that is completely determined by the non-trivial
data lying in Eg" and the trivial data lying to the right of the line {x' = 0} in 3y (see Figure
on pg. @ Let u be the etkonal function that verifies the eikonal equation (1.2.1) with the
initial data (1.2.2)). Assume that @ > 0 on Mg, . v, and that the change of variables
map Y from geometric to rectangular coordinates (see Def. is a C' diffeomorphism
from [0, T(rocary) % [0,Up] X T onto Mr,,,..,v,- Let H be the regime of hyperbolicity of
Og(w) relative to constant-time hypersurfaces, that is, the set of real numbers b such that the
following conditions hold:

o The rectangular components g,,(-), (1, v =0,1,2), are smooth on a neighborhood of

b.
L g()o(b) < 0.
o The eigenvalues of the 2 x 2 matriz gij(b) (see Def. , (1,5 = 1,2), are positive.

Assume that none of the following 4 breakdown scenarios occur:
(1) irlf'/\/[T(Local)’UO l‘l’ - 0
(2) SupMT(Local)’UO u = oo
(3) There exists a sequence p, € Mr,

of H as n — oo.
(4) SUD .y, MAX=0,12,3 |0, Y| = c0.

Locaty,Uo SUCh that U(p,) escapes every compact subset

In addition, assume that the following condition is verified:

52Recall that if f : T — T is a C' surjective map without critical points, then f is degree-one if for
p,qgeT 1= Zpef,l(q) sign (d,f), where d,f denotes the differential of f at p and the d,f are computed
relative to an atlas corresponding to the smooth orientation on T chosen at the beginning of the article. It
is a basic fact of degree theory that the sum is independent of g. Note that in the context of the present
argument, the role of df(-) is effectively played by @TQ(T(Boot), U, ).

93The surjective property of this map is easy to deduce.
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(5) The change of variables map Y extends to the compact set [0, T(Locar)) X [0, Uo] x T as
a (global) Ct diffeomorphism onto its image.

Then there exists a A > 0 such that ¥, u, and all of the other geometric quantities defined
throughout the article can be uniquely extended (where ¥ and u are classical solutions) to a
strictly larger region of the form Mg, . +au, into which their Sobolev regularity relative
to both geometric and rectangular coordinates is propagated. Moreover, if A is sufficiently
small, then none of the four breakdown scenarios occur in the larger region, and Y extends
to [0, T(rocary + A] x [0, Up] x T as a (global) C diffeomorphism onto its image.

Sketch of a proof. Lemma [15.2] is mostly standard. A sketch of the proof was provided in
[59, Proposition 21.1.1], to which we refer the reader for more details. Here, we only mention
the main ideas. Criterion (3) is connected to avoiding a breakdown in hyperbolicity of the
equation. Criterion (4) is a standard criterion used to locally continue the solution relative to
the rectangular coordinates. Criteria (1) and (2) and the assumption on Y are connected to
ruling out the blow-up of u, degeneracy of the change of variables map, and degeneracy of the
region Mz, .. v,- In particular, criteria (1) and (2) play a role in a proving that S22 0aul
is uniformly bounded from above and strictly from below away from 0 on Mg, .. v, (the
proof was essentially given in the proof of Lemma . O

15.2. The main stable shock formation theorem. We now state and prove the main
result of the article.

Theorem 15.1 (Stable shock formation). Let (U, W) = (Uly,,0V|g,) € HP(ZL) x
H3(3}) (see Remark.} be initial data for the geometric wave equation gy ¥V = 0 that
are compactly supported in X5 and that verify the data-size assumptzonﬂ of Sect. (7.5 - In
particular, let €, 6 and &, be the data-size parameters from (7.3.1) and (| - Assume
that the rectangula,r metric component functions verify the structuml assumptions (|2 and
(2.2.9). For each Uy € [0,1], let T\ Lifespan);u, be the classical lifespan of the Solution m the
region that is completely determined by the non-trivial data lying in X U and the trivial data
lying to the mght of the line {x' = 0} in ¢ (see Figure|l| on pg. @ If € 1is sufficiently small
relative to 871 and 5, (in the sense explained in Sect. E then the following conclusions
hold, where all constants can be chosen to be independent of Uy.

Dichotomy of possibilities. One of the following mutually disjoint possibilities must oc-

cur, where W, (t,u) is defined in ((10.1.2)).

I) Tvifespan)yvo > 28;1. In particular, the solution exists classically on the space-
time region cIMys—1 ., where cl denotes closure. Furthermore, inf{.(s,Up) | s €

0,257} > 0.
II) T(Lifespan);Uo S 26;1; and
T\ L pespanyty = SUP {t € [0,2871) | inf{p(s,Up) | s € [0,6)} > o} . (15.2.1)
In addition, case II) occurs when Uy = 1. In this case, we have

T(Lifespanys = {1+ O(&)} 5L, (15.2.2)

94Recall that in Remark we outlined why such data exist.
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What happens in Case I). In case I), all bootstrap assumptions, the estimates of Props.
cmd and the energy estimates of Prop. hold on clMys—1 ;. with the factors ¢ on
the RHS replaced by Cé. Moreover, for 0 < M < 5, the following estimates hold for
(t,u) € 0,257 x [0, Uy):

1225 oy 125 Lisman | spy - 12757 06X o sy < O (15.2.3a)
H‘@BJFM”HH(E?)’ H‘@BJFML%SmaU)”LZ(zg)’ H‘@erMtrﬁX”L?(zg) < Cep, e 4)(t,u)

(15.2.3b)

”L‘gzlsuHL?(zy)’ Lgls;lLéSmall)Hm(zu glﬂtrﬂxllm(zu < Cé”_M( u), (15.2.3¢)

[0 2. g | oy < CEn™ (8, u). (15.2.3d)

What happens in Case II). In case II), all bootstrap assumptions, the estimates of
Props. 8.1{1 and and the energy estimates of Prop. hold on /\/lT<Lifespm);U,U0 with
the factors € on the RHS replaced by C'€. Moreover, for 0 < M <5, the estimates (15.2.3al)-
(15.2.3d)) hold for (t,u) € [0, T(Lifespan):to) X [0, Uo). In addition, the scalar functions 2=,
2y XX XU, <9 XX, 299, 2<%y and X Xu extend to Z%O” o 05
ryespan 0
functions of the geometric coordinates (t,u,) that are uniformly bounded in L>. Further-
more, the rectangular component functions g.s(V) verify the estimate gog = mas + O(€)
(where mqp = diag(—1,1, 1) is the standard Minkowski metric) and have the same extension
properties as W and its derivatives with respect to the vectorfields mentioned above.

Uop;(Blow—u,
Moreover, let Z‘Tfmfegpan)f be the (non-empty) subset of ET(LWW”) v defined by
s(Blow—u,
g(OLEispan);(fo) = {(T(Lifespan);UO; U, 79) | H(T(Lifespan);an U, 19) = 0} . (1524)

. Uo;(Blow—up)
Then for each point (T(L;fespan)vy, V) € T(DLEfespan) e

containing it such that the following lower bound holds in the neighborhood:

there exists a past neighborhood

5. 1
8|G (Flat) L(Flat) (U =0)| u(t,u,v)

XU (t,u, 9)| > (15.2.5)

3,

In (15.2.5)), is a positive data-dependent constant (see (2.2.7)) ), and

‘ L(Flat)L(Flat)<\Il = 0)’

the £, ,,—transversal vectorfield X is near-Euclidean-unit length: d,;, XX = 1+ O(€). In
Uo;(Blow—up)

T espanyitry Conversely, at all points in

particular, XV blows up like 1/w at all points in 3

(T(L’Lfespan) Ugs U 19) c E Uo, (Blow—up)

T(Llfespan) UO\ T(szespan) U ) we ha/'l]e

| XU (T i pespanyit, Us V)| < 00. (15.2.6)
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Proof. Let C, > 1 be a constant (we will adjust C, throughout the proof). We define

T(Maz)v, = The supremum of the set of times T poo) € [0, 25" such that: (15.2.7)
ol u, |, LéSmall)7 T, and all of the other quantities
defined throughout the article exist classically on MT< BootyUo-
e The change of variables map Y is a (global) C*! diffeomorphism from
[0, T(Boot)) * [0,Us] x T onto its image M ooy Vo
e inf {1 (¢, Up) | t € [0, TBoor)) } > 0.
e The fundamental L* bootstrap assumptions (BA W)
hold with ¢ := C,¢€ for (t,u) € x[0,T(poor)) * [0, Up).
e The L?—type energy bounds

@fﬁm (t,u) + KE@M]( u) <C.é,  (0<M <10 (15.2.9)
hold for (t,u) € x[0,T(goot)) % [0, U]

It is a standard result that if € is sufficiently small and C, is sufficiently large, then T\ yrq40)0, >
0 (this is a standard local well-posedness result combined with the initial smallness of the
L?—controlling quantities shown in Lemma [14.5)).

We now show that the energy bounds (|15.2.8)-(15.2.9) and the fundamental L*° boot-
strap assumption are not saturated for (¢,u) € [0, T(rtaz)vy) % [0,Up]. The non-
saturation of the energy bounds (for C, sufficiently large) is provided by Prop. . The
non-saturation of the fundamental L° bootstrap assumptions then follows from
Cor. [13.5] Consequently, we conclude that all of the estimates proved throughout the ar-
ticle hold on M7, v, Wwith the smallness parameter ¢ replaced by C' €. We use this fact
throughout the remainder of the proof without further remark.

Next, we show that ((15.2.3a])-(15.2.3d)) hold for (¢,u) € [0, T(rtaz);v) % [0, Uo]. To obtain
(15.2.3a)-(15.2.3¢|), we insert the energy estimates of Prop. * into the RHS of the inequal-
ities of Lemma M and use inequalities and ((10.3.6)) as well as the fact that Qp
is increasing in its arguments. Similarly, to obtain inequality ((15.2.3d), we insert the energy
estimates of Prop. into RHS and use inequality

We now establish the dichotomy of possibilities. We first show that if

inf {p*(t; UO) | te [OaT(Max);Uo)} > 0,

then Tyraz)u, = 28;1. To proceed, we assume for the sake of contradiction that the pre-

vious bound for W, holds but that T(yra0)0, < 28_1. To reach a contradiction, we will use
Lemmas 1 and [15.2) to deduce that we can classically extend the solution to a region
of the form MTMM) vy +AUo> with A > 0 and T(prae)v, + A < 26* ! such that all of the
properties defining T{ysqq)., hold for the larger time T{asq0).0, + A. Since we have already
shown that the energy bounds (15.2.8)-(15.2.9)) are not saturated and that the fundamental
L bootstrap assumption (BAV) are not saturated for (t,u) € [0, T(rrqa)05) X [0, Uo), the
contradiction will follow once we show that the change of variables map T extends as a

global C*! diffeomorphism from [0, T{araz):0] X [0, Up) X T onto its image and that none of
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the four breakdown scenarios of Lemma occur on My, . 1, Breakdown scenario
(1) from Lemma is ruled out by assumption. Scenario (2) is ruled out by the estimate
(8.6.5al). Scenario (3) is ruled out by the bootstrap assumptions (BAV|) and the fact that
9y = d;; + O(V) with ¢§;; the standard Kronecker delta. From Lemma [15.1] we obtain that

T extends as a global C*! diffeomorphism from [0, T{araz),0,] X [0,Uo] x T onto its image.
Hence, we can rule out the scenario (4) once we show that

(3) (o) () e

This desired bound is a simple consequence of the estimates (8.6.3a))-(8.6.3b]) (which hold for
(t,u) € [0, Tiraz)vo) x [0,Up]) and the fact that, as we showed in the proof of Lemma [13.7]

we have L = 2.V = (1 + O(¢))O (recall that © := 2) and 2 = X +01)Y. We

have thus reached a contradiction and established that either I) T(yra0)0, = 25;1 or II)
inf {u*(t, Uo) ‘ t e [O,T(Mam);(]O)} =0.

We now show that case IT) corresponds to a true singularity and that the classical lifespan
is characterized by (15.2.1). To this end, we first use (9.3.6), (10.2.2), and the identity
X = pX to deduce that inequality (15.2.5) holds. Furthermore, from (2.2.1)), [2.4.11)), and
the L estimates of Prop. [8.10, we deduce that |X|:= /g X X? =14+ f(y)y = 1 + O(€).
From this estimate and ([15.2.5)), we deduce that at points in ET(MM>;UO,U0 where p vanishes,
| X'W| must blow up like 1/u. Hence, T{rraz),, is the classical lifespan. That is, we have
TiMaz)yvo = T(Lifespan)v, as well as the characterization m of the classical lifespan.
The estimate is an immediate consequence of the estimate (8.6.3a)) and the identity
X = uX.

To obtain (|15.2.2)), we use and to deduce that u,(t,1) vanishes for the
first time when ¢ = 5.1 + O(&).

To derive the statements regarding the quantities that extend to E%OL,f ety let ¢ denote
ifespan);Ugy

any of the quantities 2<%, ... X X stated in theorem. The L™ estimates of Props. m
and imply that || Lq| .. (200 is uniformly bounded. Recalling that L = 2, we conclude
t

sup

(tvuvﬁ)e[ovT(Maz);UO} X [OvUO] xT i1+i0+13<1

< 00.

ot

that ¢ extends to 50 as an element of L=(X5° ) as desired. The estimate
(Lifespan);Ug (Lifespan);Ug

Gap = Map + O(€) and the extension properties of the 2 —derivatives of the scalar functions
Jap then follow from (2.2.1), the already proven bound |¥[[, . (500 < €, and the above
t

extension properties of the 2’ —derivatives of W.
O
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APPENDIX A. EXTENDING THE RESULTS TO THE EQUATIONS (g~ )*?(9®)0,0;® = 0

In this appendix, we sketch how to extend our shock-formation results to the Cauchy
problem

(971 (09)0,05® = 0, (A.0.1a)
((I)|Zoa 31&‘1)\20) = ((i)? (i)O)a (AOlb)

where equation (A.0.1a) is written relative to the rectangular coordinates {z®},—0 1,2, and
Small) Small
Gap(0®) = map + giy " (00), gl (0) = 0. (A.0.1c)

Dividing the wave equation by —(g71)% if necessary, we may assume as before that

(7H)" =-1. (A.0.1d)

A.1. Basic setup. We start by defining ¥, (v =0, 1,2), and U as follows:
U, = 0,8, U= (U, Uy, Uy). (A.1.1)

The main strategy behind extending our results is to take rectangular derivatives of the
equation m ) to form a system of wave equations in the unknowns \I/ see Lemma -
The system has a special null structure that plays an important role in the analysis; see
Lemma The vast majority of the proof of shock formation for the system is the same
as it is in the case of the scalar equation , but now with ¥ in the role of ¥. We
can treat the system using essentially the same methods that we used to treat the scalar
equation because the coupling between the ¥, is not very difficult to handle and
because the tensorial structure of the equations matters only in a few key places. We devote
the remainder of this appendix to highlighting those key places and to describing the handful
of new ingredients that are needed.

We first note that the analogs of the scalar functions for equation (A.0.1a) are

. ag(Small) (\I_}>
A A o
Gy = G (0) = ===, (A.1.2a)
GroP (D) .= (g—l)aa’(g—l)ﬁﬂlGH/ﬂ/ (A.1.2b)

For our proof to work, we assume an analog of (2.2.7)), specifically that there exist coordinates
such that m,p = diag(—1,1,1) (that is, Minkowski-rectangular coordinates) and such that
with L(par) := O + 01, we have

-

MGl (U = 0) Loy L pian Ltar) # 0. (A.1.3)

The assumption ensures that in the regime under study, the term w"*"s=¥) on RHS
is sufficiently strong to drive pu to 0 in finite time.

We now provide the system of covariant wave equations implied by equation . The
proof is a straightforward but tedious computation that relies on the identity 0,V 3 = 03V ,;
we omit the details.
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Lemma A.1 (The system of covariant wave equations). As a consequence of equation
(A.0.1a)), the quantities ¥, := 0, wverify the following system of covariant wave equations
(where W, is viewed to be a scalar-valued function under covariant differentiation):

O,y ¥y = 2(09,00,), (v=0,1,2), (A.1.4)

e L ~1\aB - : -
where O, gV maa <\/ |detg|(g~") 85\If> is the covariant wave operator of g applied
to W,

2(80,00) := G*P {930,0,V — 0,005V} + (¢7)*°Q 9, W,5 0, (A.15)

GHB s defined in (A.1.2b)), and Q”(\ﬁ) = \/|dei:g|(\ff) v l%ig‘(\f').

O

The quadratic term 2 on RHS (A.1.4)) has a special null structure that is of critical

importance for our proof. We describe this structure in Lemma below. We first recall
the definitions of the standard null (relative to g) forms 2y and Z2,p):

20)(06,00) = (g7)* 0a0059, (A.1.6a)
D(0p) (00, 00) = 00 — DapDp0. (A.1.6b)

In the next lemma, we decompose the standard null forms relative to the non-rescaled
frame ([2.4.4b)) and exhibit their good geometric properties from the point of view of the
shock-formation problem. The main point is that there is no term proportional to (X ¢)X ¢

on RHS (A.1.7).

Lemma A.2 (Good properties of the standard null forms). If 2 is a standard null
form, then we can decompose it as follows relative to the non-rescaled frame (2.4.4h)):

2(96,00) = f[I(LO)Lo + fo(Ld)Xb + f5(Xd) Lo (A.1.7)
+ (fa- dO)Lo + (f5 - dd) X + (L) fo - dd + (X ) fr - dd + fs - dop  lop,

where f1, fo and fs are scalar functions, fi, fs, fo, f7 are by, —tangent vectorfields, and fs
1S a symmetric type (3) U ,—tangent tensorfield with the following properties: fi, fa and fs
and the rectangular components fi*, f&, f&, &, and fg‘ﬁ are smooth scalar-valued functions
of U and the rectangular components of the vectorfields L and X .

Proof. When 2 = 2, follows from Lemma . When 2 = 2,5, we view Z(43)
to be the rectangular components of an anti-symmetric type (g) spacetime tensor which we
decompose relative to the non-rescaled frame: 2,5 = Frx(LoaXs — XoLg) + Fre(La©s —
OuLg) + Fxo(X.0s5—0,Xp), where the F.. are scalar functions. To obtain the F..., we con-
tract both sides of the identity against pairs of elements of the non-rescaled frame {L, X, ©}.

For example, contracting against X*©% and using (2.7.2)), we find that (X QS)@gg —(X 5)@¢ =
Frev?. This leads to the decomposition 2,4 = {(Lg)ng - (L(b)ng} {LoXp — XoLp} +

R {(ngﬁ)@a— (X5)®¢} {X.05 —6,Xp}. Using (2.7.2)), we can rewrite terms in-

volving © as in the following example: U‘Q(qu)(@(g)Xa@ﬁ = (X¢)(Mg# - d) X, where ma
is defined in (2.5.1b)). The desired decomposition (A.1.7)) thus follows. O
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In the next lemma, we characterize the good structure of the quadratic term 2 on RHS
(A.1.4). The proof follows from observation.

Lemma A.3 (Special null structure of the inhomogeneous terms). The quadratic
term Q(@‘Il (9\11) on the right-hand side of (A.1.4) is a linear combination of the standard
null forms in O with coefficients depending on \If

O

A.2. Additional smallness assumptions in the present context. To close the proof
of shock formation for solutions to the system ({A.1.4]), we assume that each scalar function
¥, has data verifying the same size assumptions as the data for the scalar function W, as de-
scribed in Sects. and [7.7] Similarly, to derive estimates, we make the same L bootstrap
assumptions for each ¥, that we did for ¥. As we show below in and the discussion
surrounding (A.3.9a)-(A.3.9b)), these assumptions impose some subtle smallness restrictions
on the data (A.0.1b]) in the sense that they imply the O(€) smallness of special combinations
of the elements of {)v( U, X vy, X Uy}, These smallness restrictions are consequences of our
size assumptions on the ¥, and their derivatives and the symmetry property 0,¥3 = 0¥
As we will see in Sect. [A.3] we especially rely on the following small-data estimates:

HLX(I)H <e (A.2.1)

L= (sh) Loo(sh)

We note that the O(€) smallness of HL)E' @H - is a simple consequences of the identity
Lo (s}

LX® = L(pX"0,) = (L) XV, + W(LX e Vo + XL, (A.2.2)
and the O(€) smallness of ||\IJaHLOO(E(1)) and HL\IJGHLOO(Z%). Similar remarks apply to the term
HYX CI>H - on LHS (A.2.1)). It is of course important that the smallness conditions (|A.2.1))

Lo (5}

are propagated by the nonlinear flow. Specifically, in the analog of the proof of Prop. |8.10]
we could derive the estimates

|2xe]

<e (A.2.3)

Leo(23) Loo(Z3)

at the end of the proof For example, the estimate - for HLX CDH : would follow
L°° E“

from the identity (A.2.2) and L* estimates for all of the terms on RHS , which would

already have been obtained in the proof of the proposition.

A.3. The main new estimate needed at the top order. We now explain how to extend
Theorem to the system . As we have suggested above, we can derive energy
identities for each scalar function ¥, by using essentially the same arguments that we used
to treat the scalar equation (|1.0.1al). To derive inequalities that control \I_}, we replace the
controlling quantity Qu from Def. [12.1] with

Qn(t,u) ;== max max sup {E[c@f\h] (', u') + F[@fwy](t’, u’)} : (A.3.1)
]x[0,u]

‘I| —N V= O,I,Q(t/ u')elo,t

and similarly for the other controlling quantities.
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Thanks to Lemma , the terms on RHS are easy to treat without invoking any
new ideas. In the remainder of this appendix, we explain the one new ingredient that we need
to close the estimates. It is needed for the top-order L? estimates for the ¥,. To motivate the
discussion, we first recall a critically important aspect of our analysis of the scalar equation
(1.0.1a)). At several points in our argument for deriving top-order L? estimates for solutions

to (1.0.1a)), we had to use equation (2.11.1)), the fact that G, Grx = f(y) (see Lemma/|2.19)),
and the L* estimates of Prop. to obtain

‘GLL)‘N] < 2Lyl + nO(e). (A.3.2)

For example, (A.3.2)) was used to derivelﬂ equation (|1.3.10)). Since we are treating the coupled
system U by separately deriving energy identities for each scalar function W¥,, our energy

estimates rely on the following analog of (A.3.2)) for each of the three W,

G XW, | <2 Lu| +wO(e), (A.3.3)

where G%, = GgﬁLaLﬁLn. The estimate is the main new ingredient that we need
at the top order. As we will see, it does not follow directly from the evolution equation
Ly = --- and instead relies on a few new tensorial observations and the estimate (A.2.3)).
Thus, we dedicate the remainder of this appendix to sketching a proof of (|A.3.3).

We start by providing the evolution equation for p in the present context.

Lemma A.4 (The transport equation verified by ). In the case of equation (|A.0.1al),

the inverse foliation density n defined in (2.3.4)) verifies the following transport equation:

(Trans—7) (Tan—¥)

Lpy=w + pw = w, (A.3.4)

where
- 1 o
w(Trans—\Il) — —§G£LXCLX\I/Q, (A35a)

i 1 1 1 1
wTan=1) . — —§GgLXanfa — 5GfLXaLfoa + 5@21 X, — §G2LL% — G} L0,.
(A.3.5b)
The scalar-valued function Gy, above is defined in (A.1.24), Gf} = GizL*LPL,, Q%L =
GagLoLPIL2, etc.

Proof. The proof is very similar to the proof of (2.11.1). The main difference is that we use
the identity 0,¥3 = 03V, to rewrite

G XU, = uGh X0\, (A.3.6)

= —GE XXV, — uGE XLY, — uGE XLY, + u@?, - XV,
0

55Actually, in deriving (1.3.10]), we used a version of ({A.3.2)) in which the absolute value signs are missing
and “<” is replaced with “=.” However, (A.3.2) would have been sufficient for all of the arguments to go
through.
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The L™ estimates provided by the analogs of the estimate |G mee | = |t(y, g7t dat, dz?)| <
1 (see Lemmas and [8.4] and the L™ estimates of Prop. [8.10) and Prop. allow us to

obtain the following bound for the term (A.3.5a): |wT™=Y)| = O(e). Also using (A.3.4)-
(A.3.5h)), we see that the desired estimate (|A.3.3)) will follow once we show that

Se. (A.3.7)

~Y

HX%JrX“ ¢

Leo(2Y) Le(sy)’ L"O(E“

The proof of (A.3.7) is not difficult. Inequality (A.3.7)) for the second term on the LHS
follows from the identity (see ([2.8.5)))
XUy + XXV, = X man X V1 + X oman X Vo (A.3.8)

and the bound || X} (smatny |22 (=) < € provided by the relation (2.16.2¢), the estimate (8.6.6a)),

and the bootstrap assumptions (BAW| (the version for \I/) The main idea of the proof of the
other two estimates in (A.3.7)) is to exploit the smallness (A.2.3)) and the following identities,
which yield expressions for XUy + XU, and XUy

LX® = XWo+ XUy + Ligun X V1 + (L)X W, + w(LX {sman) Vo, (A.3.9a)
YX® = XUs + Yman X1 + Yman X V2 + (V)X U, + 1wV X0 Vo (A3.9D)

The identities (A.3.9a)-(A.3.9b)) follow from the identity 0,¥z = 03V, (2.4.11)), Def. 2.23]
and the fact that L' = 1. From (2. 16 ZCi the L*° estimates of the analog of Prop.|8.10|in the

present context, and the estimate , we find that ||X\IJO+X\I/1||L00(Zu ||)u(\112||Loo(2g) <
e. Also using the already proven estlmate (A.3.7) for the second term on the LHS, we
(A.3.7)

conclude the remaining two estimates stated in

APPENDIX B. EXTENDING THE RESULTS TO THE IRROTATIONAL EULER EQUATIONS

We now sketch the minor changes needed to extend the shock formation results outlined
in Sect. [A] to the irrotational Euler equations of fluid mechanics in two space dimensions.
The necessary changes are all connected to normalization. Under the assumption of irrota-
tionality, the Euler equations reduce to a quasilinear wave equation for a potential functioﬂ
® on the spacetime manifold R x ¥. The wave equation is the Euler-Lagrange equation (in
particular it can be expressed in divergence form) for a Lagrangian depending on 0® which
must satisfy various physical assumptions allowing for a fluid interpretation; see [15] for the
details in the case of the non-relativistic Euler equations and [11] in the case of the (special)
relativistic Euler equations. A representative wave equation in the special relativistic case,
derivable from the Lagrangianﬂ L= [—(m 0, D0,P|*t, is (see [54] for more details):

B {[—(m )0, 20,8 (m~")*?9,®} = 0, (B.1)

56 general, the potential function ® can only be locally defined because R x X is not simply connected.
However, the quasilinear wave equation for irrotational Euler flows is of the form (g=1)®# (09)0,03P =
In particular, the equation depends only on the gradient of ®, which is defined throughout the maximal
development of the data.

5TThis Lagrangian corresponds to the fluid equation of state p = p/(2s + 1), where p is the pressure and
p is the proper energy density.
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where s € (0,00) is a constant and m,g = diag(—1, 1,1) is the standard Minkowski metric.
The background solutions with perturbations that we are able to treat correspond to static
solutions with non-zero energy densityﬁ In terms of the potential, these solutions are
® = kt, where k is non-zero constant. For some fluid wave equations, the values of k that
correspond to a physical fluid solution are restricted to a subset of R; this is not the case for
equation (B.1J).

Note that the spacetime metric corresponding to the background solution is flat but typ-
ically not equal to diag(—1,1,1). We can fix this by rescaling time. That is, we can rescale
the Minkowski time coordinate by ¢ — «t (where the constant o« > 0 generally depends on
k and the Lagrangian) so that the metric corresponding to the quasilinear wave equation is
equal to diag(—1,1,1) for the background solution. This is equivalent to choosing rescaled
rectangular coordinates such that the speed of sound (propagation speed) corresponding to
the background solution is 1. Note that after this rescaling, 00 component of the tensorfield
called “m” in is no longer —1. The rescaling also changes k£ to ok, but we will ignore
that minor change in the rest of this appendix. Moreover, in a slight abuse of notation, we
also refer to the rescaled time variable as 2° and/or t. Having normalized the rectangular
coordinates, we may now divide the wave equation by —(¢=*)%, which allows us to assume

that (A.0.1d) holds. In total, we obtain a wave equation of the form (A.0.1a)) verifying
(A.0.1d))

. For the rest of this appendix, we assume that this is the case.

We now define ¥, and U as in , except that we change the definition of ¥, to
Uy := 0;® — k. This is a good definition because for the kinds of perturbations of the
background solutions that we consider, the (undifferentiated) W, are small quantities. The
condition (A.0.1c|) concerning the functional dependence of the metric on the wave variables
takes the following form in the present context:

9as(0) = map + g3 (0), g (T =0) =0, (B.2)

where m,z = diag(—1,1,1) in (B.2).

To derive our main shock-formation results, we again assume that holds. For
all fluid Lagrangians in the regime of physically relevant k, aside from one exceptional
Lagrangian (mentioned in Footnote on pg. |§[)7 it is possible to construct Minkowski-
rectangular coordinates such that holds. One can compute that the ¥, verify the
system . We have thus massaged the wave equations of irrotational fluid mechanics
into a form such that we can apply the shock-formation proof outlined in Appendix [A] We
note in passing that for these wave equations, the first product G**?{...} on RHS (A.1.5))
vanishes. The vanishing is a consequence of the symmetry property G**? = GP** which
holds for Euler-Lagrange equations since G**? is proportional to the third partial derivative
of the Lagrangian with respect its arguments 0,®, 9,®, 95®.

APPENDIX C. NOTATION

In Appendix[C] we collect some important notation and conventions that we use through-
out the paper so that the reader can refer to it as needed.

58When the energy density vanishes, the wave equation becomes degenerate.
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C.1. Coordinates.

o (2%, 2, 2%) denote the rectangular spacetime coordinates.
o (z',2%) denote the rectangular spatial coordinates.

e We often use the alternate notation ¢t = x°.

e (t,u,V) are the geometric coordinates (where ¢ is the rectangular time coordinate, u

is the eikonal function, and ¥ is the geometric torus coordinate).

C.2. Indices. Lowercase Greek indices u, v, etc. correspond to components with respect
to the rectangular spacetime coordinates z°, x!, 2%, and lowercase Latin indices 1,7, etc.
correspond to components with respect to the rectangular spatial coordinates x!', x%. That
is, lowercase Greek indices vary over 0, 1,2 and lowercase Latin indices vary over 1,2. All
lowercase Greek indices are lowered and raised with the spacetime metric g and its inverse
g~ !, and not with the Minkowski metric. We use Einstein’s summation convention in that

repeated indices are summed over their respective ranges.

C.3. Constants.

e 5 is the parameter corresponding to the initial size of the P,—transversal derivatives
of the solution; pg.

e ¢ is a small parameter corresponding to the initial size of U and its derivatives
involving at least one P,—tangential differentiation; pg. [69

0, = %supz(lJ [G X \If] is the key quantity that controls the blow-up time; pg. .

e (' denotes a uniform constant that is free to vary from line to line.

e The constants C' are allowed to depend on the data-size parameters § and 8;1.

e If we want to emphasize that the constant C' depends on an a quantity (), then we
use notation such as “Cgp.”

e We use the notation

LS 2

to indicate that there exists a uniform constant C' > 0 such that f; < Cf;. We
sometimes use the alternate notation O(f;) to denote a quantity f; that verifies
[/l S 1l

o If we want to emphasize that the implicit constant C' depends on an a quantity @),
then we use the alternate notation

fl 5 f2-

C.4. Spacetime subsets.
o Xy ={(t,x",2?) eRxRx T |t =t}; pg. 32
e P, = the outgoing null hypersurface equal to the corresponding level set of the eikonal
function; pg. 32l
e Y} = the portion of ¥, in between Py and P,; pg. [32
e P! = the portion of P, in between %y and X;; pg. [32,
e /y ., = a topological one-dimensional torus equal to 775, N Z]f,/; pe. .
e M,,, = the spacetime region trapped in between 3§, ¥, P. and Pf; pg. .
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C.5.

C.6.

C.7.

C.8.

Metrics.
e g = g(¥) denotes the spacetime metric.
e Relative to rectangular coordinates, g,,(¥) = m,, + g,gima”)(\lf), where m,, =

diag(—1,1,1); pe.

e Relative to rectangular coordinates, G, (¥) = -g,,(¥) and G (V) = 4G (V);
pg. B}

°yg de%)tes the first fundamental form of ¥;, that is, 9;; = Yiji P8 .

° gfl denotes the inverse first fundamental form of ¥;; pg. .

e ¢ denotes the first fundamental form of ¢, ,; pg. .

e ¢! denotes the inverse first fundamental form of /4, ,; pg.

Musical notation, contractions, and inner products.

e We denote the g—dual of an ¢, ,—tangent one-form ¢ by ¢#. Similarly, if Y is an
{;,—tangent vector, then Y, denotes the g—dual of Y, which is an ¢, ,—tangent
covector. Similarly, if £ is a symmetric type (g) {; ,—tangent tensor, then £# denotes
the type G) tensor that is g—dual to &, and £## denotes the type (g) tensor that is
¢g—dual to £. We use similar notation to denote the g—duals of general type (’g) and
type (2) ¢, ,—tangent tensors; pg. .

e g(X,Y) = gos X“Y" denotes the inner product of the vectors X and Y with respect
to the metric g. Similarly, if X and Y are ¢;,—tangent, then ¢(X,Y) = ¢, X°Y".

e - denotes the natural contraction between two tensors. For example, if £ is a spacetime
one-form and V' is a spacetime vectorfield, then -V := £,V . As a second example, if
T is a symmetric type (g) ¢, ,—tangent tensorfield and ¢ is an ¢, ,—tangent one-form,
then (difT) - £ = (V,7°)&; pe.

o If ¢ is a one-form and V is a vectorfield, then &, = £, V<. Similarly, if W is a
vectorfield, then Wy := W,V = g(W, V). We use similar notation when contracting
higher-order tensorfields against vectorfields. Similarly, if I',.s are the rectangular
Christoffel symbols (2.10.1]), then Dyyw := UV W T 4.4; pg.

o If £ is a symmetric type (g) spacetime tensor and V is a vector, then &y is the
one-form with rectangular components (£y), = €., V*; pg. .

Tensor products and the trace of tensors.

¢ ((®w)ee = Eowe denotes the ©O component of the tensor product of the ¢, , —tangent
one-forms ¢ and w.
o tr,m = (g71)* 7,5 denotes the g—trace of the type (g) spacetime tensor 7, .

o try;¢ = (¢4 1)*P&,p denotes the g—trace of the type (g) ¢, ,—tangent tensor &.

Eikonal function quantities.

e The eikonal function u verifies the eikonal equation (¢71)*?9,udsu = 0 and has the
initial condition u|—g = 1 — z'; pg.

o u=— {(9_1)(158&1@@}*1 denotes the inverse foliation density; pg. .

) L’(’Geo = —(971)"*d,u denotes the P,—tangent outgoing null geodesic vectorfield;

Pg. P4
o [V = pL’(’Geo) denotes a rescaled outgoing null vectorfield; pg.
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. Lésma”) =L - 511"15 a re-centered version of L";'pg.
® Xigmany = X'+ 01 is a re-centered version of X"; pg.
e X = +£,¢ is the null second fundamental form of P, relative to g; pg. [38|

C.9. Additional /;, tensorfields related to the frame connection coefficients.

o k= ENg is the second fundamental form of ¥, relative to g; pg.

* Co = Fyo = 9(ZoL, X): pe.[A
o (= pi¢Trans=¥) 4 ¢(Tan—¥) is a splitting of {; pg. 45|
o f = u—llé(Tmns_‘I’) + }é(Ta"_qj) is a splitting of k; pg. |45

C.10. Vectorfields.
e Lis 73 —tangent, outward pointing, and verifies g(L, L) = 0 and Lt = 1.

o [ = relatwe to the geometric coordinates; pg. .
o X is Zt—tangent ¢, ,—orthogonal, and verifies g(X X) = u2, Xu=1; pg.
o X = % — E relative to the geometric coordinates, where Z is ¢, ,—tangent; pg.

o X =X, pg. 34l
e 0= Ex] is the geometric torus coordinate partial derivative vectorfield; pg. .
e N =L+ X is the future-directed unit normal to X;; pg. B4l

o {L, X, O} denotes the rescaled frame; pg. .
e {L, X, 0O} denotes the non-rescaled frame; pg.

C.11. Projection operators and frame components.

e II denotes the type G) tensorfield that projects onto ¥;; pg.

e 1T denotes the type (}) tensorfield that projects onto ¢;,,; pg.
e If £ is a spacetime tensor, then ¢ = JI¢ is the projection of £ onto ¢, ,; pg. [35]

e If £ is a type (g) spacetime tensor, then ¢,, = VI(&v); pg. .
® Grrame) = (Grr,Grx, Gxx, G, , ¢y , ) is the array of components of G, relative

to the non-rescaled frame {L X, X1, X>}; pg. 36

® Glramey = (G Gox, Gxx, &1, ¢, ') is the array of components of G, relative

to the non-rescaled frame {L, X, X1, X>}; pg. 36

C.12. Arrays of solution variables and schematic functional dependence.
*Y= <\Ij’ L%Small)’ L%Small)>; pg. ‘

*Y= (‘I” n—1 L%Small)’ L%Small) ; bg. ‘
o £(£1),&2), - »&m)) schematically denotes an expression depending smoothly on the
{1, —tangent tensorfields 1,2, -+, §am); S P2

C.13. Rescaled frame components of a vector.

o If 7 is a spacetime vector, then p_¢ = —pu #1L — Z¢L — /L)v( + u_¢ denotes
its decomposition relative to the rescaled frame {L,X,©}, where ¢, = #°L,,

Jx= I Ke, and f =T 7; pg. 50}
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C.14. Energy-momentum tensorfield and multiplier vectorfields.

o Q¥ = QM\IJ.@V\D—% G (g7 D,V DT denotes the energy-momentum tensorfield
associated to ¥; pg. 3
e T'=(1+2u)L + 2X denotes the timelike multiplier vectorfield; pg. .

C.15. Commutation vectorfields.

® Y(riqr) denotes the Xy —tangent vectorfield with rectangular spatial components lf(iFlat) =

5%; pg. [A1]
o YV = IY{jar) denotes the ¢, ,—tangent commutation vectorfield; pg.
o 7 ={L, X ,Y'} denotes the full set of commutation vectorfields; pg. .
o #? ={L,Y} are the P,—tangent commutation vectorfields; pg. 41|

C.16. Differential operators and commutator notation.

e 0, denotes the rectangular coordinate partial derivative vectorfield P

0 0

ot ou’ o . .

o Vf=V2,f denotes the V —directional derivative of a function f.

e df denotes the standard differential of a function f on spacetime.

o df = Jldf, where f is a function on spacetime and JI denotes projection onto £ ,;

pe. . Alternatively, df can be viewed as the inherent differential of a function f

defined on £ ,,.

2 = Levi-Civita connection of g.

¥ = Levi-Civita connection of .

V = Levi-Civita connection of the Minkowski metric m.

D%y = X°YP 9,95 and similarly for other connections (contractions against X and

Y are taken after the two covariant differentiations).

. X72 denotes the second ¢;,, covariant derivative corresponding to .

o A= tr¢X72 f denotes the covariant Laplacian on /¢, corresponding to ¢.

o If £ is an {;,—tangent one-form, then dif¢ is the scalar-valued function dif¢ :=
¢~ V¢, Similarly, if V' is an £;,—tangent vectorfield, then difV := ¢=!- ¥V, where
V; is the one-form g—dual to V. If € is a symmetric type (g) ¢, ,—tangent tensorfield,
then dif¢ is the ¢;,—tangent one-form dif¢ := ¢~ - V¢, where the two contraction
indices in Y¢ correspond to the operator ¥ and the first index of &.

e Ly ¢ denotes the Lie derivative of ¢ with respect to V; pg. [36]

o [V.W]=LyW when V and W are vectorfields; pg. [36]

e More generally, if P and @) are two operators, then [P, Q] = PQ — QP denotes their
commutator.

o L& =1Ly is the Xy —projected Lie derivative of £ with respect to V; pg. [36]

o [,& =TILyE is the {,,,—projected Lie derivative of & with respect to V; pg. [36]

0 . : : L
° = — denote the geometric coordinate partial derivative vectorfields.

C.17. Floor and ceiling functions and repeated differentiation.
e If M is a non-negative integer, then |M/2] = M/2 for M even and |M/2] = (M —
1)/2 for M odd, while [M/2] = M/2 for M even and [M/2] = (M + 1)/2 for M
odd.
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e We label the three vectorfields in 2 as follows: Z1)y = L, Z9) =Y, Z3) = X. Note
that & = {Z(l), Z(g)}.

o If I = (11,19, - ,ty) is a multi-index of order |I| := N with ¢y, 19, ,tny € {1,2,3},
then 27 := Z,,)Z,) - -+ Z(.y) denotes the corresponding N** order differential oper-
ator. We write 2N rather than 27 when we are not concerned with the structure
of I. ~

e Similarly, ﬁfgf = ﬁZ( )ﬁZ( = -ﬁz( ) denotes an N order ¢;,—projected Lie deriv-

L1 L2 LN
ative operator (see Def. , and we write ¢g when we are not concerned with the
structure of I.

o If [ = (t1,t9,++ ,ty), then I, + I, = I means that I, = (Lhyy Lhys " 5 Lk, ) and
Iy = (Uhppirs Uepsas =+ > by ), Where 1 <m < N and ky, ko, - - -, ky is a permutation of
1,2,--- . N.

e Sums such as f1 + f2 4+ 4 fM :f have an analogous meaning.

e P,—tangent operators such as £?! are defined analogously, except in this case we
clearly have vy, 19, -+ i1y € {1,2}.

o ZN:M f denotes an arbitrary string of N commutation vectorfields in 2 (see )
applied to f, where the string contains at most M factors of the P}'—transversal
vectorfield X.

o PN f denotes an arbitrary string of N commutation vectorfields in &2 (see )
applied to f.

e For N > 1, ZNMf denotes an arbitrary string of N commutation vectorfields in 2
applied to f, where the string contains at least one P,—tangent factor and at most
M factors of X. We also set Z0M f .= f.

e For N > 1, 2V f denotes an arbitrary string of N commutation vectorfields in &
applied to f, where the string must contain at least one factor of Y or at least two
factors of L.

e For /; ,—tangent tensorfields £, we similarly define strings of ¢; , —projected Lie deriva-
tives such as £,"¢.

o |Z=NiM | is the sum over all terms of the form | Z7VM f| with N’ < N and ZVM f
as defined above. When N = M = 1, we sometimes write | 2! f| instead of | 2Z7<H1 f|.

o |ZIWNEM £ ig the sum over all terms of the form |2ZV'M f| with 1 < N’ < N and
FN'M § a5 defined above.

e Sums such as L@P’N] fl, |¢§fN;M§ |, etc., are defined analogously. We write |2, f|
instead of L@P’”ﬂ. We also use the notation |X[1’N]f| = |Xf| + |XXf| + e+

N copies
~—
| XX X f].

C.18. Length, area, and volume forms.

o dAj w9 = v(t',u',¥)dY denotes the length form on /;, induced by g; pg. |54l
o dw = d\j w9 du’ denotes an area form on ¥;; pdw is the area form on X; induced

by g; pg.
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® d% = dAj . 9) d’ denotes an area form on P,; pg. .
o dw = dNj ) du’ dt’ denotes a volume form on M, ,; wdw is the area form on My,

induced by g; pg. b4

C.19. Norms.

o 617 = i G (§7)7 (Yf—l)""ﬁ”5511,'_'.;,";"5511 ,f“” denotes the square of the
norm of the type (7;) ;. tensor &; pg. @

0 1]l e,y = €55 SUPperlél(t, u, 9); pe. [63

i HfHLoo(zy) = ess Sup(u/,ﬁ)e[o,u]xﬂf\(taUlaﬁ ; Pg. @

hd Hf”mo(p}l) = ess Sup(t’,ﬁ)e[o,t]x’ﬂ‘lﬂ(t,?u?19); pg. -

. HfH%IéV(EO) = D \fi<n on (07f)* d*z, where 07 is a multi-indexed differential operator
representing repeated differentiation with respect to the spatial coordinate partial

derivatives and d?z is the area form corresponding to the standard Euclidean metric
e on Xo; pg. [0]

. ”f||L2 (be.) fﬂe']r fz(ta u, 7~9>d}\¢ = fgtm de)\gda pg. '
hd ”f||L2 su) = f;':o fﬁe’]l‘ fz(ta Ul,ﬁ)‘”‘yj du’ = fgg f*dw; pg. -
t —
b Hf||L2(7>73) = ft':o flgeq[‘ fQ(tlv u, 79>d}\¢ dt’ = fpﬁ f2 d@; pg. @
e We use similar notation for the norms || - ||z2(q) and || - || L) of functions defined on
subsets Q of ¢;,, X, or PL.
C.20. L?*—controlling quantities.

e E[V](t,u) denotes the energy of ¥ along X} corresponding the multiplier T’; pg.
o F[U](t,u) denotes the null flux of ¥ along P! corresponding the multiplier T; pg. |55}

e Qu(t, u) = max;_y SUP( w)e(o.x[0.u {E[gf‘l’] (t',u') + F[2T0)(t, U')}; pg. (118

e Qun(t,u) = maxy<pr<n Qu(t, u); pg. [118
o K[WV](t,u) = % / My [Lu]_|d¥|? dzo denotes the coercive spacetime integral associated

to ¥; pg. (119 B
° K[LN](t,u) maxi<pm<n KM ; P&. |_|

C.21. Modified quantities.
o (PN = nPNtrgx + 2NVX is the fully modified version of 2N tryx; pg. |66]
o« PN = PNtryx + (P"X is the partially modified version of 2Vtryx; pg

C.22. Curvature tensors.

® Z,qp is the Riemann curvature tensor of g; pg. .
e Ricos = (¢71)* Zunpy is the Ricci curvature tensor of g; pg. |65

C.23. Omission of the independent variables in some expressions.
e Many of our pointwise estimates are stated in the form

|1l S At u)l fol

for some function h. Unless we otherwise indicate, it is understood that both f; and
fo are evaluated at the point with geometric coordinates (t,u, ).



168

Stable Shock Formation

[1]
2]

[3]

e Unless we otherwise indicate, in integrals féz _ ['dAg, the integrand f and the length

form dA4 are viewed as functions of (¢,u,?) and ¥ is the integration variable.
e Unless we otherwise indicate, in integrals fzu f d@, the integrand f and the area form
t

dw are viewed as functions of (¢,4/,19) and (v/,1) are the integration variables.
e Unless we otherwise indicate, in integrals fpt f d@@, the integrand f and the area form

dw are viewed as functions of (¢, u,v) and 1(t/ ,9) are the integration variables.
e Unless we otherwise indicate, in integrals [ M, f dw, the integrand f and the vol-

ume form deww are viewed as functions of (#,u/,9) and (¢, u/,9) are the integration
variables.
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