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Abstract

Heterogeneous networks (HetNets) are subject to stroegfénénce due to spectrum reuse. This
affects the signal-to-interference ratio (SIR) of eachruaad hence is one of the limiting factors of
network performance. However, in previous works, intenfiee management approaches in HetNets are
mainly based on signal or interference level, and thus deefferctively improve network performance. In
this paper, we propose a user-centric interference nulldgscheme in downlink large-scale HetNets to
improve network performance by improving each user’s SIRs Bcheme has three design parameters:
the maximum degree of freedom for IN (i.e., maximum IN DoFjdahe IN thresholds for macro and
pico users, respectively. Using tools from stochastic getoynwe first obtain a tractable expression of the
coverage (equivalently outage) probability. Then, we imbthe asymptotic expressions of the outage
and coverage probabilities in the low and high SIR threshielgimes, respectively. The asymptotic
expressions indicate that the maximum IN DoF and the IN tiokels affect the asymptotic outage
(coverage) probability in dramatically different ways. Mover, we characterize the optimal maximum
IN DoF which optimizes the asymptotic outage (coveragepability. The optimization results reveal
that the IN scheme can linearly improve the performance énloiv SIR threshold regime, but cannot
improve the performance in the high SIR threshold regimeallyi, numerical results show that the

user-centric IN scheme can achieve good performance gaérsexisting schemes.
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. INTRODUCTION

The modern wireless networks have seen a significant grofvtligh data rate applications.
The conventional cellular solution, which comprises ofthfgpwer base stations (BSs), cannot
scale with the increasing data rate demand. One solutidreisiéployment of low power small
cell BSs overlaid with conventional large power macro-BSs.called heterogeneous networks
(HetNets) [1, 2]. HetNets are capable of aggressively nguskisting spectrum assets to support
high data rate applications. However, spectrum reuse iNeétstcauses strong interference. This
affects the signal-to-interference ratio (SIR) of eaclhr,used hence is one of the limiting factors
of network performance. Interference management teclesique thus desirable in HetNets [3].
One such technique is interference cooperation. For exgnmipl[4—6], different interference
cooperation strategies are considered and their perfaresaare analyzed for large-scale HetNets
under random models using tools from stochastic geometi§][Bpecifically, [4] proposes an
interference cooperation strategy among a fixed number effB#n different tiers of a HetNet
which jointly provide the strongest average receive povegrthe typical user. Reference [5]
proposes an interference cooperation strategy among BB8sdifferent tiers of a HetNet which
provide long-term average received powers for the typicarwuabove thresholds of different
tiers. Reference [6] proposes an interference cooperdati@iegy among BSs from different
tiers of a HetNet where the typical user is either served byndarest (single) BS or nearest
marco and pico BSs jointly. However, in [4—6], the coopenatclusters are formed to favor the
typical user only, and hence, the analytical performancéheftypical user is better than the
actual network performance (of all the users). In additi@r6] only consider single-antenna
BSs. Orthogonalizing the time or frequency resource aletdao macro cells and small cells
can also mitigate interference in HetNets. One such tecienis| almost blank subframes (ABS)
in 3GPP LTE [9]. In ABS, the time or frequency resource is ipiarted, whereby offloaded
users and the other users are served using different psrtibthe resource. The performance
of ABS in large-scale HetNets with offloading is analyzed & {ising tools from stochastic
geometry. Note that ABS mitigates the interference of offemhusers, and [9] only considers
single-antenna BSs.

Deploying multiple antennas at each BS in HetNets can fuithprove network performance.

With multiple antennas, besides boosting the desired kignaach user, more effective inter-
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ference management techniques can be implemented. Forpkxamterference coordination
strategies are proposed and analyzed in [10-14]. In [10-+#i@]authors consider a HetNet with
a single multi-antenna macro-BS and multiple small-BSsemththe multiple antennas at the
macro-BS are used for serving its scheduled users as welitagatimg the interference to the
small cell users using different interference coordinattchemes. These schemes are analyzed
and shown to improve the performance of the HetNet. Howesiace only one macro-BS is
considered, the analytical results obtained in [L0-12hoameflect the macro-tier interference,
and thus may not offer accurate insights for practical HegN&eference [14] proposes an
interference nulling scheme where some degree of freedoeaet macro-BS can be used
for avoiding its interference to some of its offloaded us@itse amount of degree of freedom
for interference nulling is an adjustable parameter andpinmozed to improve the network
performance. However, the interference nulling schemegsed in [14] only improves the
performance of offloaded users, and hence may not effegtingprove the overall network
performance. In [13], a fixed number of BSs which provide tlrorgyest average received
power for the typical user form a cluster, and adopt an ieterfce coordination scheme in a
large-scale multi-antenna HetNet, where the BSs in eac$tazlumitigate interference to users
in this cluster. Bounds of the coverage probability areaetibased on the assumption that the
BSs in each cluster are the strongest BSs of all the userssirtlister.

The investigation of interference management techniquksge-scale single-tier multi-antenna
cellular networks is less involved than that in large-scaldti-antenna HetNets, and hence has
been more extensively conducted (see [15,16] [17] [18] dred references therein). In [17]
[15] [18], all the BSs are grouped into disjoint clusters.o@bnation [17] [15] and cooperation
[18] are performed among the BSs within each cluster to migigntra-cluster interference.
Specifically, [17] and [15] design disjoint BS clustering@rin a transmitter’s point of view and
fail to consider each user’s interference situation. Theadyic clustering proposed in [18]
considers all the users’ signal and interference situattonoptimize the network performance.
However, it requires centralized control and may not beablét for large networks. Recently,
a novel distributed user-centric IN scheme, which take®w@at of each user’s desired signal
strength and interference level, is proposed and analyzedifgle-tier multi-antenna cellular
networks in [16]. However, in [16], the maximum degree ofeftem for IN (i.e., maximum IN

DoF) at each BS is not adjustable, and thus cannot propepipiximited resource in single-
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tier cellular networks. Moreover, directly applying theneme in [16] to HetNets cannot fully
exploit different properties of macro and pico users in Ha#\

In this paper, we consider the downlink large-scale tworhalti-antenna HetNets and propose
a user-centric IN scheme to improve network performancenproving each user’s SIR. In this
scheme, each scheduled macro (pico) user first sends an liEstep a macro-é%f the power
ratio of its desired signal and the interference from the nmd&S, referred to as the signal-
to-individual-interference ratio (SIIR), is below an INréshold for macro (pico) users. Then,
each macro-BS utilizes zero-forcing beamforming (ZFBFg§coder to avoid interference to at
mostU scheduled users which send IN requests to it as well as bloesidsired signal to its
scheduled user. This scheme has three design parametemattimum IN DoFU, and the
IN thresholds for macro and pico users, respectively. Ineganthe performance analysis and
optimization of interference management techniques igelacale multi-antenna HetNets are
very challenging, mainly due to i) the statistical depercdeamong macro-BSs and pico-BSs
[10], ii) the complex distribution of desired signal usingiith-antenna communication schemes,
and iii) the complicated interference distribution caubgdnterference management techniques
(e.g., beamforming). Our main contributions are summadrizdow. The analytical and numerical

results obtained in this paper provide valuable desigrghisifor practical HetNets.

« We obtain a tractable expression of the coverage (equitiplenitage) probability, by
adopting appropriate approximations and utilizing tootsrf stochastic geometry.

« We obtain the asymptotic expressions of the outage and agequrobabilities in the low
and high SIR threshold regimes, respectively, using sexgsinsions of special functions.
The asymptotic expressions indicate that the maximum IN BradFthe IN thresholds affect
the asymptotic outage (coverage) probability in dram#yiddifferent ways.

« We consider the optimizations of the maximum IN DoF for giyéhthresholds in the
two asymptotic regimes, which are challenging integer @mogning problems with very
complicated objective functions. By exploiting the stuuret of each objective function, we

characterize the optimal maximum IN DoF. The optimizatie@sults reveal that the IN

INote that, compared to a pico-BS, a macro-BS usually causesger interference due to larger transmit power, and has a
better capability of performing spatial cancellation doeatlarger number of transmit antennas. Thus, it is more abiésto

perform IN at macro-BSs.
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scheme can linearly improve the performance in the low Shastiold regime, but cannot
improve the performance in the high SIR threshold regime.
« We show that the IN scheme can achieve good performance ge@nsexisting schemes,

using numerical results.

[I. NETWORK MODEL

We consider a two-tier HetNet where a macro-cell tier is [amrwith a pico-cell tier, as
shown in Fig[dl. The locations of the macro-BSs and the piSs-Bre spatially distributed as
two independent homogeneous Poisson point processes)(PPBed ®, with densities\; and
A9, respectively. The locations of the users are also dideibas an independent homogeneous
PPP®, with density\,. Without loss of generality, denote the macro-cell tierteslsst tier and
the pico-cell tier as theénd tier. We focus on the downlink scenario. Each macro-BS Mas
antennas with total transmission powayr, each pico-BS had/; antennas with total transmission
power P,, and each user has a single antenna. Assiine N,. We consider both large-scale
fading and small-scale fading. Specifically, due to largales fading, transmitted signals from
the jth tier with distance are attenuated by a factg?c?, wherea; > 2 is the path loss exponent

of the jth tier andj = 1, 2. For small-scale fading, we assume Rayleigh fading channel

A. User Association

We assume open access [4]. Usédenoted as:;) is associated with the BS which provides
the maximumlong-term averageeceived power among all the macro-BSs and pico-BSs. This
associated BS is called tiserving BSof useri. Note that within each tier, the nearest BS to user
1 provides the strongest long-term average received powsrisrtier. User: is thus associated
with (the nearest BS in) thg'th tier, itd 57 = arg maxje{m}PjZifjaj, whereZ, ; is the distance
between user and its nearest BS in thgh tier. We refer to the users associated with the macro-
cell tier as themacro-usersdenoted as/, = {u;|PZ;;" > P,Z;;** }, and the users associated
with the pico-cell tier as theico-usersdenoted agt, = {u;|P,Z;;* > P Z; 1" }. All the users

can be partitioned into two disjoint user sets: andif,. After the user association, each BS

2In the user association procedure, the first antenna is figrosed to transmit signal (using the total transmissiowgioof

each BS) for received power determination according to LiBdards.
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Fig. 1. System Model J = 1).

schedules its associated users according to TDMA, i.eedsdimg one user in each time slot.

Hence, there is no intra-cell interference.

B. Performance Metric

In this paper, we study the performance of the typical useotdal as.y, which is a scheduled
user located at the origin [19]. Since HetNets are intenfeedimited, we ignore the thermal
noise in the analysis of this paper. Note that the analytieallts with thermal noise can be
calculated in a similar way [20]. We investigate tt@verage probabilityf uq, which is defined

as the probability that the SIR af, is larger than a threshold [4], i.e.,
S(8) 2 Pr(SIRy > B) (1)

where is the SIR threshold.

[1l. USERCENTRIC INTERFERENCENULLING SCHEME

In this section, we first elaborate on a user-centric IN s@&hehinen, we obtain some distri-

butions related to this scheme.

A. Scheme Description

First, we refer to an interfering macro-BS which causes th &t a scheduled usérin the
jth tier (u; € U;) below thresholdl; > 1 as apotential IN macro-BSf «;, wherej = 1, 2.
We refer to7; as thelN thresholdfor the jth tier. Mathematically, interfering macro-BSis a

a

PjZi,j !

=
PlDl,(Zi

potential IN macro-BS of scheduled user € U; if < Tj;, where D, 4; is the distance
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from macro-BS/ to u;. Note that7; andT; are two design parameters of the IN scheme. In
each time slot, each scheduled user sends IN requests tbitdlpotential IN macro-BSs. We
refer to the scheduled users which send IN requests to énitegf macro-BS as thepotential

IN usersof interfering macro-BY (in this time slot). We introduce another design parameter
U € {0,1,---,N; — 1} of this IN scheme, referred to as tmeaximum IN DoF Consider a
particular time slot. Let<, denote the number of the potential IN users of interferingnodS

£H Consider two cases in the following. i) K, > 0 andU > 0, macro-BS¢ makes use of
at mostU DoF to perform IN to some of its potential IN users. In paraeuif 0 < K, < U,
macro-BS/ can perform IN to all of itsk, potential IN users using’, DoF; if K, > U, macro-
BS ¢ randomly selecté/ out of its K, potential IN users according to the uniform distribution,
and perform IN to the selectdd users usind/ DoF. Hence, in this case, macro-B$®erforms

IN to uin £ min (U, K,) potential IN users (referred to as thé usersof macro-BS/) using
uin ¢ DOF (referred to as theN DoF of macro-BS¢). ii) If K, =0 or U = 0, macro-BS¢ does
not perform IN. In this case, we letiy, = 0. In both cases)N; — u;n, DoF at macro-BY is
used for boosting the desired signal to its scheduled user.

Now, we introduce the precoding vectors at macro-BSs inithecheme. Consider two cases in
the following. i) If K, > 0 andU > 0, macro-B$/ utilizes the low-complexity ZFBF precoder to
serve its scheduled user and simultaneously perform INstayit, IN users. Specifically, denote
Hi,=[hisgim ... gl,gum?ér, wherd h, , 4 CN n, 1 (0n,x1,Iy,) denotes the channel vector
between macro-B&and its scheduled user, agg,; L CN n, 1 (0n,x1,In,) denotes the channel
vector between macro-B&and itsith IN user(: =1, ..., un ). The ZFBF precoding matrix at
macro-BS( is designed to b&V,, = H, <H1,ZHI,5>

Wi

designed to bé , = Twiel wherew, , is the first column oW .. ii) If K, = 0orU = 0, macro-

wi el

1
and the ZFBF vector at macro-BSs

BS / uses the maximal ratio transmission (MRT) precoder to sé@svecheduled user, which
is a special case of the ZFBF precoder introducedHer> 0 andU > 0, and can be readily
obtained from it by lettingux, =0, i.e., Hy, = hh. Next, we introduce the precoding vectors

at pico-BSs. Each pico-BS utilizes the MRT precoder to sévescheduled user. Specifically,
hy

d
th . y Whereth ~ CNNQ,l (0N2><17 INQ) denotes

the beamforming vector at pico-BSis f, , =

3Note thatT} = T = 1 implies K, = 0.

“The notationX < Y means thatX is distributed asy .
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the channel vector between pico-B&nd its scheduled user. Note that the simple beamforming
scheme (without interference management) can be inclutddaei IN scheme as a special case
by letting 7} =7, = 1 and/orU =0

Let h; oo denote the channel vector betweene U/; and its serving BS3;, D, denote the
distance between, and BS/ in the jth tier, Y; denote the distance betweep and B;,, and
’ 4 Gamma (M;, 1), M; = Ny —unp
and M, = N,. Let h; 4 denote the channel vector betweanand BS/ in the jth tier, andf;,

f; o denote the beamforming vector &f, with )h;r',oofj,O

2
denote the beamforming vector at B$ the jth tier, with ‘h}zofj,g < Gamma(1,1). Let Ty

denote the symbol sent from BSn the jth tier to its scheduled user satisfyibg[z; 27, = P;.
Let ®; - denote the potential IN macro-BSs @f € U/; which do not select it for IN. Le®; ;o
denote the interfering macro-BSs @f € U/; which are not its potential IN macro-BSs. L&t

denote the interfering pico-BSs af, € U/;. We now discuss the received signalwef

1) Macro-User: The received signal of the typical usgre U, iSH

1
Y10 = h1 oofl 0T1,0 + E o zofl T+ § : a1 eofl,ﬂll
Y 2

1 Le®y 10 D1 00 te®y 10 D1 00
+ E —ay 1y gof2,€x2,é~ (2)
ZG(PLQ D2 g()

Note that(I)LlC U @1710 U {BLQ} C P, and (1)172 = .
2) Pico-User: The received signal of the typical usgre Us is

Y2,0 :Y h200f20x20+ § % 1@0f1ﬂ1€Jr E: s 1éof1,ﬂ1,€

Le®@s 10 D1 00 Le®@s 10 D1 0

1
+ Z —a h;gon,sze- 3)
le®2,2 szeo

Note that(I)mc U @2710 C P, and @272 U {3270} = .
We now obtain the SIR of the typical user. Under the above Iheste,v, € U; experiences
three types of interference: 1) residual aggregated eventel; .~ from its potential IN macro-

BSs @, which do not selectu, for IN, 2) aggregated interferenck ;o from interfering

SAll the analytical results in this paper hold f@% = 7> = 1 and/orU = 0.

®In this paper, all macro-BSs and pico-BSs are assumed tothe.athe same assumption can also be seen in the existing
papers (see e.g., [7,9]). The index of the typical user amdétving BS i9.
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macro-BSs®, ;o which are not its potential IN macro-BSs, and 3) aggregatéetferencel; -

from all interfering pico-BSsp; .. Specifically, the SIR of the typical usep € U; is given by
2

P |yt
7 [5.00f50
SIR, o = J (4)
I P1]j710 + P1]j710 + PQIJ"Q
where
o i 2 oy It 2 e |t 2
IjvlC: Z Dl,éol hl,éofl,f) »Ijle: Z Duol huofll »Ijv2: Z DZ,ZO2 h2,zof27é)
Zefbj’lc €e<1>]~710 ZECP]‘,Q

B. Preliminary Results

In this part, we evaluate some distributions related to tes¢heme, which will be used to
calculate the coverage probability d (1). Some of theseilligions are based on approximations,
the accuracy of which will be verified in Sectidn]lV. We firstia#ate the probability mass
function (p.m.f.) of the number of the potential IN usersugls serving macro-BS (when, €
U,), denoted ag<,. The p.m.f. of K, depends on the point processes formed by the scheduled
macro and pico users, which are related to but not PPPs [2f]aRalytical tractability, we
approximate the scheduled macro and pico users as two indepePPPs with densities and
Mg, respectivelyf Then, we have the p.m.f. df, as follows.

Lemma 1:The p.m.f. of K is given by

L(Ty, Ty)* _
Pr (KO = k?) ~ % exp (—L(Tl, Tg)) (5)
WherEI_/(Tl, Tg) = I/l (Tl) + LQ(TQ) with
] = ()T .
Li(Ty) =2md; [ v | & o fy(y)dydr, g =1,2. (6)
o Iak)7
Here, fv,(y) (j = 1,2) are given as follows:
2
2T\ Py\ o2 20
fvily) = AllyeXp (—ﬂ (Alyz + A2 (Fi) Y “21>> (7)
2
2w\ P\ o1 2
Fraly) = Z2yexp [ —m (A (o )y + ey (8)
Ao P,

"Note that approximating the scheduled users as a homogeRR has been considered in existing papers (see e.g., [21])
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where A, 2 pr (up € U;) (j = 1,2) are given by

S 9 P2 % 2
A = 27r)\1/ Z exp (—7?)\12 ) exp | —mAg I zo2 | dz (9)
0 1

Ay = 27T)\2/ Z exp (—7?)\222) exp (—7‘(‘)\1 (i )al z2§_12> dz. (20)
0 2

Proof: See AppendiXA. [

Note that L(7T1,T3) represents the average number of IN requests of the scliedskrs

received by the serving BS ofy, and L;(T}) represents the average number of IN requests of
the scheduled users in théh tier received by the serving BS af.

Next, we calculate the p.m.f. of the number of the IN usersd serving macro-BS (when
uy € Up) uino = min (U, Ky) based orLemma_]l which is shown as follows.

Lemma 2:The p.m.f. ofun is given by

Pr(Ky=u) , for0<u<U
Pr(umo =u) = _
Yy Pr(Ko=k), foru=U

Letp. (U, T, T») denote the probability that an arbitrary (according to tharm distribution)
potential IN macro-BS ofy, selectsu, for IN, referred to as théN probabilty. Note that the
event thatuy sends IN requests and the event that all the other schedsézd send IN requests
are dependent. For analytical tractability, we approxeihese two events as independent events.
Then, we havey, (U, Ty, T,) ~ E [min {ﬁ, 1}] which can be calculated as follows.

Lemma 3:The IN probability is given by

pe (U, Ty, Ts) ~exp (—L(Ty, Ty) (UZILT“B +UZ L, T3) ) .
Proof: See AppendiX B
Note that different potential IN macro-BSs af selectsu, for IN dependently (as the numbers
of the potential IN users of these macro-BSs are dependentanalytical tractability, we assume
that different potential IN macro-BSs af, selectu, for IN independently. Usingndependent
thinning u’s potential IN marcro-BSs can @pproximatedoy a homogeneous PPP with density
pe (U, T1,T5) A1, wherep: (U, T, T3) 21-pe (U, T, T3).

IV. COVERAGE PROBABILITY—-GENERAL SIR THRESHOLD REGIME

In this section, we investigate the coverage probabilityhia general SIR threshold regime.

By total probability theorem and the preliminary resultgadbed in Sectiof I1I-B, we have:
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10

S1(B,U, T, Ty) = Z r (uNo = u / —! Z <n1 ;; ng) Iihe (@Ualay T“W/)

naa1€ n

n A v (P2 o (T o
551210 <591T )QZ( o <Fj) y“?)fyl(y)dy

(11)

N2—1 L
o 1 n 5(n1) P1 o Pl 1 X P1T2 a1 ag
soonn- P55 (0 e (e () ()

n=0 (TLa) 1 eNn

n Pl o P1T2 i a2 a
x L1, (5329 g (?2) y‘”) i (By™.y) fra(y)dy

(12)

ﬁ§ oUssiriac,rii0) = Li;,0 (U, s,1510,7510) Z H N ,H (alpc (U, T17T2>)\15a1
(ma)"_ EMy, @ a=1

2 2 1 , 9 9 1 e
x[(Bl1+= o2 - | _Bl1+Z -2 ——
a; ay 1+37~] % o o 1+$7“] 10

(13)

~(n 2 1
Eﬁjyl(s,rj,k) =Ly, (s,m50) D H ma H ( < 4 )

® g 1+ am

(ma)l_ EMn
271-)\](]6 “](k) (14)
A (k)
2 2 1
Lr (U s, mi10,7; =exp| —|B[[—,1——, B 1= _—
Ig,lc( S, Tj1C ],10) p ( ( <O{1 oy 1+ Sr,n] 10) < O(l 1 + 87“] 10))

2 2

X _ﬂ-pf (U7 T17 TQ) )\180421 > (15)
aq
2T 2 / 2 2 1
E[ (S Tj, k) =exXp | — TAI) sk B ) 1- ) S (16)
Qg (k) Qg (k) ajky 1+ =m0
Tj,k

Theorem 1 (Coverage Probability)Jnder design parametets 77 and7;, we have: 1) cov-
erage probability of a macro-use$; (5, U, 11, T3) 2 pr (SIRg > f|ug € Uy), given in [11); 2)
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—*— Monte Carlo (T1:T2:3)
—o— Analytical (le T2:3)
— % — Monte Carlo (T1:6,T2:3)
— ¢ —Analytical (T1:6,T2:3)
—-%-— Monte Carlo (T1:6’Tz:8) i
—-¢-— Analytical (T1:6’Tz:8)

Coverage Probability

0 1 2 3 4 5 6 7 8 9
Maximum IN DoF U

Fig. 2. Coverage probability versus maximum IN DaoWN; = 10, No = 8, § = 10 dB, a1 = 4.5, as = 4.7,

% =15 dB, A\; = 0.0005 nodes/m, and\, = 0.001 nodes/m. Note that wheril; and7>, are small, the coverage

probability increases witll} andTs, as the number of potential IN users benefiting from IN insesa wherl}
and T, are large, the coverage probability decreases Wittand 75, as the chance for worse potential IN users

being selected for IN decreases.

coverage probability of a pico-uses;, (5, U, 11, T5) 2 Pr (SIRo > Blug € Us), given in [12);
3) overall coverage probability (5, U, 11, Tz) = A8 (5, U, Th, Tz) + AsS2 (B, U, T, Ty), Where
A 2 Pr (ug €U;) (j = 1,2) are given in [[®) and[{10). Hereﬁg?)c(U,s,rjvlc,rjvlo) and
Zgﬁ(s,r]—,k) (k € {10, 2}) are given in[(IB) and (14), respectively, whies. . (U, s,7;1¢,7j10)
and Ly, ,(s,r;) are given in [(1b) and[(16) (with/(10) = 1 and J(2) = 2), respectively.
Moreover, B (a,b, 2) 2 [1 a1 (1 — u)’"du (0 < 2 < 1), N, 2 {(na)3_,|na € NO, 32 0, =
n}, and M, 2 {(ma)"_,|m, € N°, S22 a-m, = n}, whereN® denotes the set of nonnegative
integers.

Proof: See Appendix C. n
TheoremJlallows us to easily evaluate the coverage probability. Biglots the coverage
probability versus the IN DoR/. We see from Figl]2 that the “Analytical” curves, which are
plotted usingS (5, U, T1, T) in Theoreni_fLare reasonably close to the “Monte Carlo” curves (the
error is no larger thar.03%), althoughTheorentllis obtained based on some approximations

(cf. Sectior1l[-B). Later, we shall consider the optimipat of U for givenT; and 75
82 denotes the Laplace transform of the aggregated intederen
°The coverage probability can be further improved by joirtjjusting7: and 7. We shall consider the optimization @

and 7> in the future work.
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V. ASYMPTOTIC COVERAGE PROBABILITY ANALYSIS—LOW SIR THRESHOLD REGIME

In this section, we investigate the complement of the cayerarobability, i.e., outage prob-

ability of the IN scheme in the low SIR threshold regime,,i&— 0.

A. Asymptotic Outage Probability Analysis

In this part, we analyze the asymptotic outage probabHitySIR, < 3) of the IN scheme

when g — 0. First, we define therder gainof the outage probability [22]:

42 lim log Pr (SIRy < ﬁ). 17)
B—0 log 8
Then, we define theoefficientof the asymptotic outage probabilityiing_, w. Recently,

a tractable approach has been proposed in [23] to chamettdre order gain for a class of
communication schemes in wireless networks which satisfyan conditions. However, this
approach does not provide tractable analytical expresdmmthe coefficient of the asymptotic
outage probability for most of the schemes using multipleelamas in this class. By utilizing
series expansion of some special functions and dominatecgeagence theorem, we characterize
both the order gain and the coefficient of the asymptoticgrifarobability of the IN scheme in
multi-antenna HetNets, which are presented as follows:
Theorem 2 (Asymptotic Outage Probabilityynder design parametefs, 77 and 7, when

B —0,we hav@ 1) outage probability of a macro-usér:-S, (3, U, Ty, T>) 2, (U, Ty, Ty) BN Y5

2) outage probability of a pico-user— S, (5, U, 11, T3) e~ by (U, Ty, Ty) B2; 3) overall outage

probability: 1 — S (8, U, Ty, T3) S~ (U, Ty, Tp) priniNi=UNe} - where

b2(U7T17T2)7 U<N1_N2
b(U7T17T2>: bl (U,Tl,T2)+b2 (U,Tl,Tg), U:Nl—Ng-
bl (U,Tl,Tg), U>N1—N2

Here, b; (U,T3,T3) is given in [18) withU; = U and P; = Pr(uwo="U) if j = 1 and
71,1, > 1; U; = 0 and P; = 1, otherwise. Moreovef), (U, T, T5) decreases witl.
Proof: See AppendixD. [

B—0 . [
F(B) "R g(B) meanslimg o L2 = 1.
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Fig. 3. Outage probability versus SIR threshold in the low SIR thods regime.N; = 10, Ny = 8, ay = 4.5,
ag = 4.7, £ =15 dB, A\; = 0.0005 nodes/m, and A, = 0.001 nodes/m.

Note that the IN scheme has three design parameters: thenmaxiN DoF (i.e.,U) and
the IN thresholds (i.eJ} andT;). From TheoreniRwe clearly see that the maximum IN DoF
and the IN thresholds affect the asymptotic behavior of theage probability in dramatically
different ways. Specifically, the maximum IN DdF can affect the order gain, while the IN
thresholds can only affect the coefficient. In addition, vee shatU affects the order gain of
the asymptotic outage probability through affecting théeorgain of the asymptotic macro-user
outage probability. On the other hand, in this paper, IN it/ grerformed at macro-BSs, and
U is the upper bound of the actual DoF for IN in the ZFBF precqaérich israndomdue to
the randomness of the network topology). Therefore, theltre$ the order gain inTheoreni R
extends the existing order gain resultsimgle-tier cellular networks where the DoF for IN in

the ZFBF precoder igeterministic[15].
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Fig.[3 plots the outage probability versus the SIR threskwlthe low SIR threshold regime.
We see from FigLI3 that when the SIR threshold is small, thealyical” curves, which are
plotted usingTheorent Il are reasonably close to the “Asymptotic” curves, which piatted
using TheorenR In addition, from Fig[ B, we clearly see that the outage pbility curves
with the same maximum IN DoF have the same slope (indicating the same order gain), and
there is a shift between two outage probability curves with samelU but different (77, T5)
(indicating different coefficients). Therefore, Fig. 3 Mieis Theorenmi R

B. Asymptotic Outage Probability Optimization

From Theoren R we know thatU has a larger impact on the asymptotic outage probability
than the IN thresholds. In this part, we characterize theragdtmaximum IN DoFU* (5, T}, Ts)
which minimizes the asymptotic outage probability givenTiheoremR(i.e., maximizes the

asymptotic coverage probability) for given thresholdsand 75, i.e.,

U*(B, Ty, Tz) 2 arg Ue{O,{I}.ilel—l} b(U, T, Ty) ﬁmm{Nl_U’Nz} . (19)

Lemma 4 (Optimality Property df*(3,71,T»)): 38 > 0 such that for all3 < 3, we hav
Ny — Ny —1,if by (N — Ny — 1,17, T5) <
U8, T, Tz) = by (Ny — Ny, Ty, Ty) + by (Ny — Ny, Ty, T) -
Ni — Ns, otherwise
Proof: See AppendiXE. u
Lemmal 4indicates that in the low threshold regime, the IN schemeeaels the optimal
asymptotic outage probability when reserviig or N, + 1 DoF at each macro-BS to boost the
desired signal to its scheduled user, which is comparabteedV, DoF used at each pico-BS
to boost the desired signal to its scheduled user. The réagbat in the low threshold regime,
the network performance is mainly limited by the worst us&alancing the DoF for boosting
signals to all the users effectively improves the perforoeaof the worst users. Figl 4 plots the
outage probability versus the maximum IN DoF in the small 8iRRshold regime. From Figl 4,
we can see thal/* (5,71, T2) = N; — Ny — 1 or Ny — N, at smallg. This verifiesLemma %4

1 emmad is similar to Theorem 3of our previous work [14]. The reason is that the two intexfere management schemes
in this paper and [14] are both based on IN. One differencédas the proposed scheme in this paper aims to improve the

performance of all users with low SIIR, while the scheme i4][@nly improves the performance of offloaded users.
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Fig. 4. Outage probability versus maximum IN DoF in the small SIRe#ffiold regimeN; = 6, Ny = 4,
Ty =T, =18 £+ = 15 dB, A; = 0.0005 nodes/m, and A, = 0.001 nodes/rf.

VI. ASYMPTOTIC COVERAGE PROBABILITY ANALYSIS—HIGH SIR THRESHOLD REGIME

In this section, we investigate the coverage probabilitythe IN scheme in the high SIR

threshold regime, i.ef — oc.

A. Asymptotic Coverage Probability Analysis

In this part, we analyze the asymptotic coverage probgmhithe IN scheme whep — oc.
First, we define therder gainof the coverage probability as follows:

LA Pr(SIRo > p)

B—o0 log 3 (20)

Then, we define theoefficientof the asymptotic coverage probabilityms_, w. In the

following, we analyze the asymptotic coverage probabilitywo scenarios, i.eq; # oy and
a1 = Qo.

Whena; # as, it turns out to be difficult to obtain the expression of thgraptotic coverage
probability. Thus, we derive lower and upper bounds of th@rgeotic coverage probability,
which are given in the following theorem.

Theorem 3 (Asymptotic Coverage Probability When# «,): Under design parameters,

T, andT,, whena; # «as and 3 — oo, we have:q 1) coverage probability of a macro-user:
S1(B,U,Th, Ty) "X & (B,U, Ty, Ty), whereg, 8~ w1 amin < & (8,U, Ty, Ts) < m (U, T1, Ty) B~ 1

12f(5) e g(8) meanslimg_, « % =1.
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__ 9max

l «@
£ = TN Oax 27r)\1B 37 1 3 N 27 \o & ag B 37 1_ 3 ! r Omax
AlOél (05) q q (0] P1 (0%)] (0] (05)

(23)
gzzﬂ)\gamax 2w\ i 1B 3’1_3 +27T)\2B 371_3 r max
AQOQ (03] P2 (03] (03] 9 9 [6D) 9
(24)
2) coverage probability of a pico-use; (3, U, T, Ty) “2° 8, (8, U, Th, Ty), Wheret, 3«2 smn <

B—00

S (B, U T, T) < 7725_%; 3) overall coverage probabilitys (3, U, 71, T3) " ~° S (3, U, T1, Ts),
whered®3 mmm < S (8,0, Tl,T2) < ¢ (U, Ty, Ty) B~ wmax . Here, i = min {ay, o}, Qmax =
max {1, as }, B(a,b) fo t*=1(1 —t)*~1dt is the beta functiony, (U, Ty, T») andn, are given
in (21) and [(2R), respectlvelfy- ( = 1,2) are given in[(2B) and_(24), respectively, and

Uit U>T1aT2 , Q> Qo 517 ap > Qg
CUb (U, Tl,TQ) = ( ) y Clb = .

2, ap < ag §2, a1 <y
Proof: See AppendixF. n
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Fig. 5. Coverage probability versus SIR threshold in the high SlRghold regimeN; = 10, Ny = 8, % =15
dB, A\; = 0.0005 nodes/m, and A\, = 0.001 nodes/m.

Whena; = ay, we derive the asymptotic coverage probability, which igegibelow.
Theorem 4 (Asymptotic Coverage Probability When= «,): Under design parameters,
T, and T3, whena; = a, = a and 5 — oo, we have: 1) coverage probability of a macro-

B—o0

user:S; (B, U, T1,Ty) "~ ¢y (U, Ty, T) B~=, wherec, (U, Ty, T3) is given in [25); 2) coverage

B—r00

probability of a pico-userS, (8,U,T1,T,) "~ ¢ (Tl,Tz)ﬁ—ﬁ, wherec, (T1,T3) is given in
(26); 3) overall coverage probabilityi(3, 71, T5) e (A1 (U, T, Ty) + Ageo (Tl,T2))ﬁ‘§.
Proof: See Appendix G. u
From Theorem Band TheorenT ¥4 we clearly see that when;, # «,, the order gains of the
lower and upper bounds on the asymptotic coverage probadidinot depend o®/, 77 andT5;
whena; = as, the order gain of the asymptotic coverage probability dugisdepend ort/, T}
andT;. Hence, for arbitraryy; andas,, the design parametets 7 and7; do not affect the order
gain of the asymptotic coverage probability in both scargrin other words, the IN scheme
does not provide order-wise performance improvement coedpto the simple beamforming
scheme whers — oo. In addition, 7} and T, affect the coefficient of the upper bound on the
asymptotic coverage probability when # «a, and the coefficient of the asymptotic coverage
probability whena; = ay. While, U affects the coefficient of the upper bound on the asymptotic
coverage probability whea; # o, and the coefficient the asymptotic coverage probabilityrwhe
a1 = ag, through affecting the upper bound on the asymptotic cayee@obability of a macro-
user whena; # ap and the asymptotic coverage probability of a macro-usernwhe= a5,

respectively.
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Fig.[3 plots the coverage probability versus the SIR thriesimathe high SIR threshold regime
for a; # ay anday = aw, respectively. We see from Fig. 5(a) that when# «,, the “Analytical”
curves, which are plotted usifigheoreni [Lare bounded by the corresponding “Asymptotic” upper
bound curves and lower bound curve, which are plotted ushegpreni BNote that there is only
one “Asymptotic” lower bound curve, as the asymptotic loweund is independent df and
(T1,T3). In addition, from Fig[ 5(a), we clearly see that the coveragobability curves with
different maximum IN DoRU or (73, T,) have slightly different slopes (indicating different orde
gains), and there is a small shift between any two coveragieapility curves with the different
U or (T1,T,) (indicating different coefficients). On the other hand, vee srom Fig[5(8) that
when a; = as, the “Analytical” curves, which are plotted usirgy(3, U, T1, T») in TheoreniIl

are reasonably close to the “Asymptotic” curves, which do&t@d usingTheoreni 4In addition,
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Fig. 6. Coverage probability versus maximum IN DoF in the high SIReshold regime/N; = 6, Ny = 4,
=T, =4 % =15 dB, \; = 0.0005 nodes/m, and )\, = 0.001 nodes/m.

from Fig.[5(b), we clearly see that the coverage probabditywes with different maximum IN
DoF U or (13,T) have the same slope (indicating the same order gain), amd the shift
between any two coverage probability curves with the déffet/ or (77, 75) (indicating different
coefficients). Therefore, Figl 5 verifid$eoreni Band Theoreni 4

B. Asymptotic Coverage Probability Optimization

In this part, we characterize the optimal maximum IN DG, T3, T>) which maximizes
the upper bow@ of the asymptotic coverage probability givenTheoreni Bvhena; # a5 and
the asymptotic coverage probability givenTheoreni iwhena; = ay, for given threshold§}

andTs, i.e.,

/

__2
argmaXpye{o,i,...,Ny—1} P (U, Ti, T2) B omax ) #

1>

U*<57TI7T2) )
| ATE MAXyE{0,1,...,N1 -1} (e (U, T, To) 4+ o (T, T2)) B75, a1 =

_ arg maXU€{071,...7N1_1} Cub (U, Tl, Tg) y aq % (0] ‘ (27)

argmaXge{o,i,...,N1—1} C1 U,T,Ty), a1=o
\

Lemma 5 (Optimality Property df*(3,71,15)): There existg} < oo such that for all3 > j3,
we haveU* (3,11, T,) = 0 for arbitrary a; and as.
Proof: See AppendixH. [

BNote thatU does not affect the lower bound of the asymptotic coveragbatility given inTheorenid
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Lemmalbindicates that performing IN will not improve the asymptotioverage probability
in the high SIR threshold regime. The reason is that in thén I8¢R threshold regime, the
overall coverage probability is mainly contributed by cainter users, which have much better
performance than cell edge users. Using\glIDoF at each macro-BS to boost the desired signal
to its scheduled user can effectively improve the coveragbability of a cell center macro-
user, and hence improve the overall coverage probability.[F plots the coverage probability
versus the maximum IN DoF in the high SIR threshold regimentiFig.[7, we can see
that U* (3,71, T2) = 0. This verifiesLemmalb In addition, we can observe that the coverage

probability decreases with the maximum IN DoF.

VII. NUMERICAL EXPERIMENTS

In this section, we compare the proposed user-centric Idrmehwith two baseline schemes.
One is the simple beamforming scheme (without interferenaeagement), which can be treated
as a special case of our IN scheme by setiing 0 and/or7; = T, = 1. The other is a modified
version of the existing ABS scheme in 3GPP-LTE, referredstéah@ user-centric ABS scheme.
The user-centric ABS scheme has three design parame&ers resource partition parameter
and two threshold§} and7;, whereT; (j = 1,2) is the threshold for thg-th tier. We define
a potential ABS macro-BS of a scheduled user in a similar vsag potential IN macro-BS of
a scheduled user in the user-centric IN scheme. In eachesloh scheduled user sends ABS
requests to all of its potential ABS macro-BSs. We define thtetial ABS users of a macro-BS
in a similar way to the potential IN users of a marco-BS in tlsertcentric IN scheme. — n
fraction of (time or frequency) resource is allocated tatladl potential ABS macro-BSs to serve
their scheduled users, while fraction of resource is allocated to the remaining BSs teoeser
their own scheduled us&.Then, for givenT; andT;, we choose the optimaj to maximize
the coverage probability of the user-centric IN scheme.

Note that the benefit of the proposed user-centric IN schevngared to the simple beam-
forming scheme is that it can optimally allocate DoF in bowstdesired signals and managing

interference. Thus, the performance of the proposed ws#ric IN scheme is always better than

¥Under this user-centric ABS scheme, each scheduled pateX®S pico-user or macro-user whose serving macro-BS is
not a potential ABS macro-BS can avoid the interference fednits potential ABS macro-BSs via resource partition in 3B
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that of the simple beamforming scheme. The benefit of the gueg user-centric IN scheme
compared to the user-centric ABS is that it does not haves(bmfrequency) resource sacrifice.
On the other hand, one loss of the proposed user-centrichBinse compared to the user-centric
ABS is due to the DoF reduction for boosting desired signalsnacro-users. The other loss
of the proposed user-centric IN scheme compared to thecesgric ABS is caused by the
remaining macro-interference, as the IN scheme only avthidsstrong macro-interference to
the potential IN users, while ABS avoids all the macro irdeghce to the potential ABS users.
Fig. [? illustrates the coverage probability versus the nemmdf antennas at each macro-BS
N,. From Fig.[7, we can observe that the proposed user-cehracheme and the user-centric
ABS outperform the simple beamforming scheme, demonsgrdtie importance of interference
management in the parameter region considered in this figmraddition, the proposed user-
centric IN scheme outperforms the user-centric ABS whgns relatively large. The reason is
as follows. WhenV; is relatively large, for serving macro-users, the loss efuker-centric ABS
caused by (time or frequency) resource sacrifice (due taresgartition) is large, while the loss
of the proposed user-centric IN scheme caused by the Doftiedudue to performing IN) is
small. Fig.[8 illustrates the coverage probability verdies path loss exponent in the marco-cell
tier a;. From Fig.[8, we can observe that the proposed user-ceitracheme outperforms the
user-centric ABS whemy; is relatively large. The reason is as follows. Whenis large, the
loss of the user-centric ABS caused by (time or frequencguece sacrifice is large, while the

loss of the proposed user-centric IN scheme due to the rémgaimacro-interference is smatl.

VIIl. CONCLUSIONS

In this paper, we proposed a user-centric IN scheme in dalrivo-tier multi-antenna
HetNets. Using tools from stochastic geometry, we first ioleth a tractable expression of the
coverage probability. Then, we obtained the asymptoticdesgions of the outage and coverage
probabilities in the low and high SIR threshold regimespegsively. The asymptotic expressions
indicate that the maximum IN DoF and the IN thresholds affeetasymptotic outage (coverage)

probability in dramatically different ways. Moreover, wkatacterized the optimal maximum IN

15The observation that the proposed scheme outperforms ARSI Wh or «; is relatively large is similar to the observation

made in [14]. The reason can be found in Footiitie
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DoF which optimizes the outage (coverage) probability. ®h&mization results reveal that the
IN scheme can linearly improve the performance in the low 8lRRshold regime, but cannot
improve the performance in the high SIR threshold regimaally, numerical results showed

that the user-centric IN scheme can achieve good perforengams over existing schemes.

APPENDIX

A. Proof of Lemmall

According to Slivnyak’s theorem [24], we focus on a macro-B8ated at origin, referred
to as macro-BS). Note that both scheduled macro-users and scheduled pars-unay send
IN requests to macro-B8. We first characterize the probability that a scheduled oraser
sends an IN request to macro-BS Denote R;; as the distance between macro-BS&and a
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randomly selected (according to the uniform distributisnheduled macro-user, referred to as
scheduled macro-usérHence, Scheduled macro-usesends an IN request to macro-BSvith

probability p,;(77) = Pr Tl_‘TlRM <Y < Ry; |. Assume that the scheduled macro-users form
a homogeneous PPP with density. Conditioned onR;; = r, we have

T

pio, (r.T1) = Pr (TFr <1< ) = [ 2 b (28)
T “1yr

1

where fy, () is the probability density function (p.d.f.) &f; given by (7). Then, the scheduled
macro-user density at distanceaway from macro-BS) is py; g,,(r, 71) 1. This indicates that
the scheduled macro-users at distamcaway from macro-BS) which send IN requests to
macro-BS0 form an inhomogeneous PPP with density z,,(r, 71)\;. Next, we characterize
the probability that a scheduled pico-user sends an IN stqaenacro-BS). DenoteR,; as the
distance between macro-B5and a randomly selected (according to the uniform distioio)t
scheduled pico-user, referred to as scheduled picosuSemilarly, we assume that the scheduled
pico-users form a homogeneous PPP with densjtyand it is independent of the PPP formed
by the scheduled macro-users. Then, we can show that thedelepico-users at distance
away from macro-BS) which send IN requests to macro-BSform an inhomogeneous PPP
with densityp; g,, (r, T2) A2, Where

P\ P\ ()7
_ 2\ o P\ ) _
P2i,Ro; (7’, TQ) = Pr <<P1T2> roe2 < }/2 < <P1> r 2) = /( v, ) ‘g fy2 (y)dy (29)

Note thatfy,(y) is the p.d.f. ofY; given by [8).
According to the superposition property of PPPs [24], thieedaled macro-users and the

8

scheduled pico-users at distancaway from macro-B® which send IN requests to macro-BS
0, i.e., the potential IN users of macro-BS still form a PPP with density,; ,, (r, 71)A\1 +
Dai.ry; (T, To) Ao Therefore, the number of the potential IN users of macrod8S Poisson dis-
tributed with parameter (i.e., meahj Ty, 75) = 27 [;° r (pui,ry, (7, T1) M1 4 Poi s, (1, T2) A2) dr =
Li(T)) + Ly(Ty).

B. Proof of Lemmal3

From Sectior_III-A, we know that whether a scheduled usedsem IN request to a macro-
BS or not depends on its location relative to this macro-B&de, the event that) sends an IN
request to one of its potential IN macro-BSs and the eventahg other scheduled user sends
an IN request to the same macro-BS are dependent. For aadlyactability, we approximate
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TABLE |

PARAMETER VALUES

J Rjic Rj10 Rj.2
1 1 a1
1 Yi Ty, (ﬁ—f) 52 y*2
T o3 T o3
2 (%) aq )/:Zwl <%TQ> aq )/:Zwl Y2

these two events as independent events. Then, we have

U-1 [eS)
. U U
pe (U, T1,T2) = E {mm{Ko—l-l’lH = I;:OPI"(KO =k) —l—k:EU T 1Pr(Ko =k) . (30)

Substituting [(b) into[(30), we have the final result.

C. Proof of Theorerhl1

Let R 1c and R; 0 denote the minimum and maximum possible distances betwgen/,
and its nearest and furthest macro-interferers (amgfgpotential IN macro-BSs which do not
selectuy, for IN), respectively. LetR, , denote the minimum possible distance betweg®r U4,
and its nearest pico-interferer. The relationships betweg c, R; 10, R;2, andY}, respectively,
are shown in Tablé I. Based ol (4) and conditionedYpr= y, we have

Pr (SIRo > Blug € U;,Y; =)

Py (

- v (ﬁy"‘f)n n Pl ni+ng Pg ns - o Pl ‘
B Z n! Z n1, M2, N3 P; P; Erjie Ij’lc xp By JPjI’lc

n=0 (na)?_, €N

. o P . P
xEr 10 |:IjjO exp (-ﬁy 7 F;Ij,lo)] Ep, . |:Ij.§ exp <—ﬁy I pjfj,z)}

(_ﬂyaj)" n P ni+nz P, ns N
S s (L () () e o
. ) ) J J J

n=0 (na)izl eENy

2 P, P, P
g ; lr ir 27
hj,OOfJ-,O’ > By <P_] J,1C + P7 ijlo + P7 IJ=2)>

(n2) (n3)
x L1150 (5,73,10) | gyes %51?,3; (5:75,2)| 4— gy £ (31)

Whereﬁf,”)(s,r) denotes thesuth-order derivative of the Laplace transfoufi(s, ).
Now, we calculate;(s,r) and c§">(s,7~), respectively. First;, .. (U, s,7j1c,7510) can be
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calculated as follows:

Elj,1c(UvSvTj=1C’rj=1O) E’i’g 10:{81,¢} exp Z Dl £0 glf

Led; 10
( )E E D7a1 E 1
=Lo; ¢ H {g1.¢} exp(—s 1,008L¢| | =83, .c H HT
lG@j,lc EECI)]‘,l 1,40
(b) 75,10 1
=exp | —2mp: (U, T1,T) M1 1— — | rdr (32)
10 L+

2
whereg; , = h}mfu’ , (8) is obtained by noting that, , (¢ € ®,1¢) are mutually independent,

and (b) is obtained by using the probability generating fiomal of a PPP [24]. Further, by first

letting s~ air =t and thenHt = = w, We obtain the result ir_(15).
Next, based ori (32) and utilizing &ali Bruno’s formula [25],£§;‘11)C(U, s, 710, Tj10) €an be
calculated as follows:

|

(n1) o ni:
EI 1c (U S TjJCvTj-,lO) —Elj,1c (UaSvTjJCvTj-,lO) E Hm (a|)mam 1
(ma)g:] eMnl a=1 ) ar

m Tj,10 de 1 "
XH QFPE(UaTI’TQ)/\l/ ds® (14’%1)“:17‘

a=1 Tj,1c

TL1|(—1)"1
=L1;,c(U,s,1j10,7510) E : _mio)m
) | ’ 1\mMaq |

(Ma)?_ | EMn,y [1.2, (al)ymam,

x ﬁ <2pr (U, Ty, To) M T (a + 1)/”’]o %m) a (33)
a=1 (R (1 + w%l)

where the integral can be solved using a similar method.I&ilpiwe can calculat€;, ,, (s, 7;,10),
Eﬁ"ﬁ) (5,7j10)s L1,,(s,72) and E("’ (s,7;2). Finally, removing the conditions oK, = y and
after some algebraic manipulations, we can obtain the fesllt.

D. Proof of Theoreni]2

Conditioned onY; = y, we have

1 —PI‘(SIRO > [‘3|U0 Euj',}/j = 1])

—pr (

o [ P1 Py P (By*i)" (P Py Py "
=exp (—ﬁy I <_I],lc + P, —1Ij10+ PJI,Q)) n;\; o —17,10 + P, —1Ij10+ PJI’Z

2 (P P; P
h;joofj,o‘ < By*i <Fl j1c + Plfj 10 + PQIJ 2))
J J J
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"2 O S () ()

I U,s Tj1C5 74,10 1
; ni,Na, N F)] 10( (RS R )|s By“i 5
n=Mj; (na)2_ N,

n P n
<270, om0 gy () L0l ot (34)
J J

Similar to the calculations in Appendixl C, after some algébmanipulations and removing
the condition onY; = y, we have

S U T13T27 /

y; (n,y, U, T1,Ts, B) fy, (y)dy (35)
n=M;

where
1 n ¢ C
7;Y] (n’ " U. T Ty, ﬂ) :E Z (n o >£g:ul)c (U7 S, y) |3:,3yo<j %Eg?jz) (Sv y) |s:,8y0<h, Py
! (na)gzle_/\fn 1,702,703 J
~(77, )
X EI],; (s,v) |3:ﬂyaj% :

(36)

- (n,y, U, Tl,Tg,ﬂ) fv;(y)dy, i.e., the asymptotic out-
age probability wherd — 0. We note thatB (a,b,z) = ) +0((1-2)") asz — 1. Then,
we have

e 2 1\ _ (eB)F B
B(E’l_a’ucﬂ)_ -4 ro(7F). 0

B (1+2 2 1:05) (a)_g +o(pt),

wherec € R*. Based on these two asymptotic expressions, we can @taln

ni 21 a— =2 =\ Ma
s(n n pc U Tl,Tg) )\1 1 al Plyaj aq N
ﬁgj,ll)c(U’S’y):ﬁ ' E: Hm Ma |H 1_<f) ( P > +o(p"),
(ma)ZileM a=1 ar J 7

Now, we calculatéimgs_.o [;~ 32,7, Ty,

2w

(38)

(39)
n2 271')\ 2 1 a— 2\ Pa

A(na no 1 arp 2q; ay o
E%,&(S,y):ﬁ Z H p'H<a——< ) y o (T) ) +o(™) , (40)

(Pa)i2i €My 0T 0=l fi !

ns 27r 2 qa

N(ng) ns AQ ag 2a; ns
‘ija (5,y) = 5™ Z an qa' H a— 2 y o +o(6") . (41)

(q )ZeleM 1 a=1 J

Moreover, ut|I|Z|ng dominated convergence theorem, we staow that

ﬂh_)rno/ Z TY TL y7UT17T27ﬁ)fY] dy—/ Z hmTY (TL yaUTlaTQaB)fYJ( )

n=DM;
Hence, substitutind (39)[_(40) and {41) |n@(35), and afleme algebraic manipulations, we
obtain Results 1), 2) and 3) itheoreni RTo complete the proof, we now show that U, 77, T5)
decreases witl/. This can be proved by noting that4) (U, T;,T5) is an increasing function

of pe (U, Ty, Ty), and ii) pz (U, T1, T>) decreases witl/ (which can be easily shown usirig{30))
f(2) = o (g(x)) meanslim, o % —0.
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E. Proof of Lemm&l4

First, we characterize the maximum order gain. Whére {0,1,..., N; — N>}, we have
N1 —U > Ny, implying min{N; —U, Ny} = Ny. WhenU € {N;—Ny+1,...,N;—1}, we have
N1 —U < Ny, implying min{N; —U, No} = N;—U < N,. Thus, we can show that the maximum
order gain ismaxyeo1,.. n,—13 min{ Ny — U, No} = N,, achieved at/ € {0,1,..., N; — N,}.
Next, we compare the coefficients 6f"2 achieved at different/ € {0,1,..., N, — No}. We
consider two cases. i) Whai < N; — N,, asb, (U, T1,T,) decreases witl/, the coefficients
satisfy by (N; — Ny — 1,17, T5) < by (Ny — Ny —2,17,Ts) < ... < by(0,71,T5). ii) When
U = N, — Ns, the coefficient of3™2 is by (N} — Ny, Ty, Ts) + by (N7 — Ny, Ty, T). Therefore,

we can complete the proof.

F. Proof of Theoreml3
1) Upper Bound:Let Sy, (y, 8,U, Ty, T3) 2 pr (SIRg > Blug € U;,Y; = y) denote the con-
ditional SIR coverage probability. Thes, (5, U, T1,1,) can be written as
S; (B,U, T, Tz) :/ Siy; (v, 8,U,T1, T») fy,(y)dy (42)
0

where S; v, (y, 3,U, T1, Tz) = p; (8,U,T1,13) g; (v, B,U,T1,T3) and fy,(y) is the p.d.f. of
Y; given in Lemmalll Here, g, (y, 8, U, T1,T>) = exp (—clﬁaly o 025a2y52) with ¢; =

2 1 ! 2 2 2 2 1
(C(U,Tl,T2)<B< ]_ ’1+ﬁ>—B (a_l’]‘_a_’l_;.—ﬁ))_‘_B (a_ 1_04_171_‘_%))
9 J

x 222 (g) " andc, = 22 (%)@B' (l,l—f Lﬁ) and; (8, U, Ty, Ty) = c(B)

a2
o

2
sy o (Tatimat o 11’“)+a5 Xot1 where

M;

1;—1 1 n nq!
OEDY ] > > > D (nl,n2,n3>m

n=0 (na)3_1ENn (Ma) it EMuy (Pa)i21EMuy (qa)n2 EMang

ni 2\ Ma p 2 Pa
27\ BP o1 > (27 (BP\ o1 2 2 1

<11 C(UTLTy) (552 PO g1 20 2

_< b ' 2)<Pj) ) al:[l ar \ P +041a a1’ 14 £

- - J

. 2,2 1 , 2 2 1 T n3!
a— 2~ VB |1+Z,a- 2%,

U( < Qg 1+5) ( aq aq 1+T£j>> [T pa! T102, ¢a!

qa
dr ) o2 )
2 2
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Letsﬂvyj (y7 57 U7 T17 TQ) = [y (ﬁ7 U7 T17 T2) gj (y7 57 U7 T17 T2) Wlth gj (y7 57 U7 T17 T2) = €Xp (_cjﬁqy2> .
Let fy, (y) = 5 (—a1y2). Then, we have

/ SJaYJ (yaBaUa TlaTQ) fY] (y)dy < / S~77YJ (y7ﬁ7 U7 T17T2) ng (y)dy
0

= AOTY (5% 4 al)ii’@?%ma@?wzg ORI

Aj
r(ﬂ <Zma+2pa>+ﬂ2%+1> . (44)
a1 a=1 a=1 2 a=1
— 2 ny 2
Based on[(38), we can obtain the orderhs g — oco: 3 (H“l) a=1""a; “which can be
_2

maximized whenn; = 0. Hence, we obtain the order of the upper boupnd=i. Moreover,
based on[(37) and after some algebraic manipulation, werotita expression ofy, (U, T}, T3)

and ;.
2) Lower Bound:First, we note thatS; (g, U, T, T>) can be rewritten as

1 0o
87 (BaUa TlaTQ) = / S],YJ (yaBaUa TlaTQ) ng (y)dy+/ SJ,YJ (y7ﬁ7 U7 T17T2) fY] (y)dy
0 1

1 1
>/ S;v; (y,B,U,T1,Tz)ij(y)dy>/ Sy, (y, 8, U, T1, T2) fy,(y)dy
0 0

7'r)\j Omax 2 2 _agllax (Z 1ma+z lpa)_ﬂg.;x 2331 qa_ag.;x
—_ (al +az+ci ™ +025a2)
Aj o a;

7 (% (Zm +§:Pa) e an
a=1 a=1

Whereng (y B, U Ty, Ts) = My(ﬁ U, T17T2)§j(y ﬁ U, T1,T2) with g;(y, 8, U, Th, Ts)

2a

= eXp < 01/80‘1 y@max —_ 02/60‘2 y@max ) and fY'] ( )

to the method in calculatlng the order of the upper bound,nrrthe% 0o, We can obtain the order

ni n3 _ 2amax ni n2 _ 2(Xmax n3 2 amax
of the lower bound ag ™ ==t ™ ar Zatapeta; Xotysa= 22 (Soka matS020pa) ~ 2708 Sak qom g S

=c(B)

,a1 + az +Clﬁ“1 +02ﬁ“2> (45)

20 2a; ..
(_alyamax — Qg omax ) . Similar

which can be maximized whem, = n, = n3 = 0, i.e.,n = 0. Hence, we obtain the order of
2 amax

the lower bound ag i *=in . Moreover, based ol (B7) and after some algebraic manipnjat

we obtain the expression @f.

G. Proof of Theorerhl4

When 5 — oo and a; = ay = «, based on[(37) and_(B8) and after some algebraic
manipulation, we have

Pr(SIRj,0>B):Z% > ( n ) Z Z Z Hnlr

—0 . +natng= ny,n2,n3
n= nitTn2TN3=n (ma) ]eMnl (pa) 1€Mn2 (Qa 16Mn3
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1

Z E 22713 271. Pl % 1+3 .
a— ma+ a= a+a a a —& - R ° -
ez B (gmonan (2) 1)

a=1

()22
A D 1+—,CL—— s
lpa'al_[l( 1< P; « o H;1Qa!v4‘
“ [ 2n Py G )
XE<3A2(E> B(1+_a__>> <Zma+2pa+2qa+1>

ﬁ_% (E’Z;l ma+za:1 Pa+za‘:1 QQ+1)
. : (46)

2 2\ Zaki matX02 pat ol qatl
wp(21-2 (0 (8) 0 (8)))

From (46), we see that the order /IS (14+3) Zotima—3 , Which can be maximised wheny, =

0. Hence, the order i§—a. Moreover, after some algebraic manipulation, we can abtiae

expression of the coefficient.

H. Proof of Lemmé&l4

We solve the optimization problem fer; = a,. Whena; # as, the optimization problem
can be solved in a similar way and is omitted due to page Inist, we rewritec; (U, T}, T3) in

@8) asc, (U, T, Ty) = % Y Pr(umo = u) f(u), where f(u) denotes the expression after

Pr (uno = w) in (28). It can be easily verified thd{(«) is a decreasing function af. By Lemma
2. we havec, (U, T}, T;) = T4 (23:0 Pr (Ko = u) f(u) + 352, Pr (Ko = k) f(U)). Thus,
we havec, (U + 1,71, T3) — ¢1 (U, T1, To) = B2 (f(U + 1) = f(U)) Y02y Pr(Ko = k) < 0.

Therefore, we can show* (5, T}, T») = 0.

REFERENCES

[1] D. Lopez-Perez, I. Guvenc, G. de la Roche, M. KountouTisQuek, and J. Zhang, “Enhanced intercell interference
coordination challenges in heterogeneous networéireless Communications, IEEEol. 18, no. 3, pp. 22-30, June
2011.

[2] A. Ghosh, N. Mangalvedhe, R. Ratasuk, B. Mondal, M. Cydak Visotsky, T. Thomas, J. Andrews, P. Xia, H. Jo,
H. Dhillon, and T. Novlan, “Heterogeneous cellular netwoorkrom theory to practiceCommunications Magazine, |IEEE
vol. 50, no. 6, pp. 54-64, June 2012.

[3] D. Lee, H. Seo, B. Clerckx, E. Hardouin, D. Mazzarese, Sg#&ta, and K. Sayana, “Coordinated multipoint transmissio
and reception in lte-advanced: deployment scenarios agicitipnal challengesCommunications Magazine, |IEE#ol. 50,
no. 2, pp. 148-155, February 2012.

[4] G. Nigam, P. Minero, and M. Haenggi, “Coordinated mudiit joint transmission in heterogeneous networkEEE
Trans. Commun.vol. 62, pp. 4134-4146, Nov. 2014.

[5] W. Nie, F. C. Zheng, X. Wang, S. Jin, and W. Zhang, “Enerdficiency of cross-tier base station cooperation in

heterogeneous cellular networksfibmitted to IEEE Trans. Wireless Commui014.

January 8, 2016 DRAFT



(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

30

A. Sakr and E. Hossain, “Location-aware cross-tier damated multipoint transmission in two-tier cellular netks,”
Wireless Communications, IEEE Transactions waol. 13, no. 11, pp. 6311-6325, Nov 2014.

J. G. Andrews, F. Baccelli, and R. K. Ganti, “A tractablgpsoach to coverage and rate in cellular networkSEE Trans.
Commun. vol. 59, no. 11, pp. 3122-3134, Nov. 2011.

H. Dhillon, R. Ganti, F. Baccelli, and J. Andrews, “Mod® and analysis of k-tier downlink heterogeneous cellular
networks,” Selected Areas in Communications, IEEE Journalwmi. 30, no. 3, pp. 550-560, April 2012.

S. Singh and J. G. Andrews, “Joint resource partitioramgl offloading in heterogeneous cellular networkEEE Trans.
Wireless Communyvol. 13, no. 2, pp. 888-901, Feb. 2014.

A. Adhikary, H. S. Dhillon, and G. Caire, “Massive-MIM@neets HetNet: Interference coordination through spatial
blanking,” submitted to IEEE J. Select. Areas Communl. 2014.

K. Hosseini, J. Hoydis, S. t. Brink, and M. Debbah, “MassMIMO and small cells: How to densify heterogeneous
networks,” inProc. of IEEE Int. Conf. on Commun. (ICCBudapest, Jun. 2013, pp. 5442-5447.

M. Kountouris and N. Pappas, “HetNets and massive MIM@deling, potential gains, and performance analysis,” in
Proc. of IEEE-APS Topical Conference on APWIGrino, Italy, Sep. 2013, pp. 1319-1322.

P. Xia, C. H. Liu, and J. G. Andrews, “Downlink coordieat multi-point with overhead modeling in heterogeneoubitzel
networks,”[EEE Trans. Wireless Commurvol. 12, no. 8, pp. 4025-4037, Aug. 2013.

Y. Wu, Y. Cui, and B. Clerckx, “Analysis and optimizati®f inter-tier interference coordination in downlink mitdintenna
hetnets with offloading,Wireless Communications, |IEEE Transactions wol. 14, no. 12, Dec 2015.

K. Huang and J. G. Andrews, “An analytical framework fiowlticell cooperation via stochastic geometry and large
deviations,”|EEE Trans. Inf. Theoryvol. 59, no. 4, pp. 2501-2516, Apr. 2013.

C. Li, J. Zhang, M. Haenggi, and K. Letaief, “User-cénintercell interference nulling for downlink small celetworks,”
Communications, IEEE Transactions,orol. 63, no. 4, pp. 1419-1431, April 2015.

S. Akoum and R. W. Heath Jr., “Interference coordinatimndom clustering and adaptive limited feedbatkFE Trans.
Signal Process.vol. 61, no. 7, pp. 1822-1834, Apr. 2013.

Y. Cui, Q. Huang, and V. Lau, “Queue-aware dynamic @tisg and power allocation for network mimo systems via
distributed stochastic learning3ignal Processing, IEEE Transactions, aml. 59, no. 3, pp. 1229-1238, March 2011.

R. Tanbourgi, S. Singh, J. G. Andrews, and F. K. Jondtliractable model for noncoherent joint-transmission ebas
station cooperation,JEEE Trans. Wireless Commuynol. 13, pp. 4959-4973, Sep. 2014.

A. Hunter, J. Andrews, and S. Weber, “Transmission cépaof ad hoc networks with spatial diversityfVireless
Communications, IEEE Transactions,arol. 7, no. 12, pp. 5058-5071, December 2008.

T. Bai and R. W. Heath Jr., “Asymptotic coverage proliabiand rate in massive MIMO networks,” 2013. [Online].
Available:|http://arxiv.org/abs/1305.2233

X. Zhang and M. Haenggi, “A stochastic geometry analysiinter-cell interference coordination and intra-ceélledsity,”
IEEE Trans. Wireless Commurvol. 13, pp. 6655-6669, Dec. 2014.

M. Haenggi, “The mean interference-to-signal ratia ais key role in cellular and amorphous network&EE Wireless
Commun. Lett.vol. 3, pp. 597-600, Dec. 2014.

M. Haenggi and R. K. Ganti, “Interference in large was$ networks,’Foundations and Trends in Networkingol. 3,

no. 2, pp. 127-248, 2009.

W. P. Johnson, “The curious history of Faa di Bruno’snfiata,” The American Mathematical Monthlyol. 109, no. 3,
pp. 217-234, Mar. 2002.

January 8, 2016 DRAFT


http://arxiv.org/abs/1305.2233

	I Introduction
	II Network Model
	II-A User Association
	II-B Performance Metric

	III User-centric Interference Nulling Scheme
	III-A Scheme Description
	III-B Preliminary Results

	IV Coverage Probability–General SIR Threshold Regime
	V Asymptotic Coverage Probability Analysis–Low SIR Threshold Regime
	V-A Asymptotic Outage Probability Analysis
	V-B Asymptotic Outage Probability Optimization

	VI Asymptotic Coverage Probability Analysis–High SIR Threshold Regime
	VI-A Asymptotic Coverage Probability Analysis
	VI-B Asymptotic Coverage Probability Optimization

	VII Numerical Experiments
	VIII Conclusions
	Appendix
	A Proof of Lemma ??
	B Proof of Lemma ??
	C Proof of Theorem ??
	D Proof of Theorem ??
	E Proof of Lemma ??
	F Proof of Theorem ??
	F.1 Upper Bound
	F.2 Lower Bound

	G Proof of Theorem ??
	H Proof of Lemma ??

	References

