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The application of statistical field theory, where some physical quantities are assumed to depend
only on long wavelength properties of macroscopic systems, is ubiquitous in many branches of
physics. In many cases, however, it is difficult to directly test the validity of this assumption.
Here we consider spatially inhomogeneous polymers undergoing Gaussian thermal fluctuations and
calculate fluctuation-induced (Casimir-like) forces associated with free-energy variations with either
properties of an inclusion (e.g. inhomogeneity formed by adsorbing molecules) or with external
geometric constraints. Analytic results reveal qualitative discrepancies between the continuum and
discrete theories for the former, but perfect agreement for the latter. This marks a breakdown of
the continuum approach for inhomogeneous systems. Possible implications for fluctuation-induced

entropic forces in a broader context are discussed.

Statistical Field Theory (SFT), bringing together con-
tinuum/field theory and statistical mechanics, is preva-
lent in the physical sciences [1-3]. The standard argu-
ment in favor of the continuum approach is that as many
macroscopic variables of interest vary slowly in space,
their statistical mechanics can be described by continuum
field theories [4]. Thus, the continuum limit is taken, in
some cases rigorously and in others less so, by coarse-
graining discrete/miscroscopic variables into smoothly
varying fields, and demanding that each field does not
exhibit any variations on the scale of the constituent ma-
terial elements [1].

When analyzing the dynamics of a given system, the
choice of whether to use a discrete or a continuum ap-
proach is usually imposed by the relevant lengthscales
under consideration. When analyzing the thermodynam-
ics of a system, however, the calculation involves a ther-
mal average over all modes of the system. Therefore,
even when large lengthscales are considered, one cannot
a priori exclude the possibility that the thermal average
includes significant contributions from small lengthscale
modes, for which the continuum approximation is invalid.
Therefore, SFT can only be applied when thermal aver-
ages are dominated by long wavelength contributions.

In the last few decades SFT has been increasingly ap-
plied in the soft-matter and biophysics communities to a
broad class of fluctuation-induced (Casimir-like) config-
urational forces. In this class of problems the free energy
F of inhomogeneous systems is calculated based on a
continuum-level energy functional. F' depends on a set
of variables A = {A;, Ag, ...} that break some symme-
try of the system. The derivatives of the free energy
with respect to these variables, 0F/0A;, are fluctuation-
induced configurational forces. This approach was used
to study numerous systems such as fluctuation-induced
forces between membrane inclusions [5-7], rough sur-
faces [8, 9], colloids [10] and line defects [11]; membrane
self-assembly [12], interactions and correlations in liquid
crystals [13], and other phenomena [3, 14-16].

It may be argued that although the free energy F is not
dominated by long wavelength contributions, the con-
tinuum calculation of fluctuation-induced configurational
(entropic) forces is nonetheless valid since the wvariation

of F' upon changes in A; depends only on long wave-
lengths. That is, one may hypothesize that changing
A; affects mainly the long wavelength normal modes, or
at least that the variation of the contribution of short
wavelength modes somehow cancels out. While this is
possible, to the best of our knowledge such a claim has
not been substantiated in the literature by considering
the corresponding discrete theory (DT).

Facing this concern, we analyze in this Letter a rela-
tively simple member of this broad class of problems: a
spatially inhomogeneous polymer chain undergoing over-
damped Gaussian thermal fluctuations in a surrounding
solvent. For this system the discrete theory (DT) and the
statistical field theory (SFT) may be fully tractable ana-
lytically, allowing a quantitative comparison between the
two theories. Our analytic results reveal fundamental dis-
crepancies in some fluctuation-induced forces associated
with the inhomogeneity, which is our main result.

We consider a spatially inhomogeneous one-
dimensional polymer of length L, consisting of N
monomeric units, submerged in a solvent of temperature
T (cf. Fig. 1). = € [0,L] is the coordinate along the
polymer. To keep the discussion as elementary as
possible, we study gradient driven dynamics, physically
corresponding to torsional or extensional/stretching
deformations. Similar results can be obtained for more
complicated dynamics, such as bending deformations.
The polymer is assumed to be bounded by a wall
whose position is externally controlled, constraining the
possible configurations of the polymer.

A key point is that the polymer is spatially inho-
mogeneous, i.e. its linear elastic moduli are space-
dependent. There are many physical systems that might
give rise to such a situation. For example, actin fila-
ments in cells are known to significantly soften in regions
where cofilin molecules bind to them [17-20], so partially
cofilin-decorated actin filaments are spatially inhomoge-
neous. Other natural (e.g. biopolymers, such as partially
histone-bound DNA, and hetero-proteins) and manmade
systems can exhibit similar spatial inhomogeneity. Our
discussion, however, remains general, independently of
the details of the underlying physical system.

For concreteness, we consider a polymer composed of



FIG. 1. A fluctuating inhomogeneous polymer of length L,
constrained within a sphere radius L(1+¢) (a section of which
is shown). One end of the polymer is fixed at the origin. A soft
inclusion with rigidity ks, smaller than a background rigidity
Kh, extends from z; to x2. Bending, stretching and torsional
fluctuations are schematically shown.

3 locally homogeneous regions with sharp interfaces be-
tween them. That is, we consider an inclusion inside a
polymer, as shown in Fig. 1, such that the elastic mod-
ulus is space-dependent; it equals x5 inside the inclusion
(for € [z1,x2]) and kj, otherwise. The subscripts h, s
denote “hard” and “soft”, respectively. In addition, the
fluctuations are bounded by a global constraint, say a
sphere of radius L(1 4+ ¢). The symmetry-breaking pa-
rameters are A = {¢, A, e}, where are ¢ = (x93 — 21)/L
is the fraction of the soft part and A=+/kp/kKs is a di-
mensionless measure of the rigidity contrast. Note that
0<¢p<1land A>1.

When the inhomogeneous polymer is submerged in an
equilibrium solvent, it undergoes overdamped fluctua-
tions characterized by deviations w(x) from a reference
rest state. The continuum elastic energy functional asso-
ciated with these fluctuations is

L
UsrT =1 /0 k(z) W' (2))° da (1)

where a prime denotes spatial differentiation. Once
boundary conditions are specified, say w(0) =w'(L)=0
(corresponding to one fixed and one free edges), the prob-
lem is fully defined. None of the results to follow de-
pend qualitatively on the type of boundary conditions
imposed.

The very same problem can be formulated at the dis-
crete level, making reference to monomeric degrees of
freedom and lengthscales. In particular, the discrete the-
ory (DT) energy functional takes the form

2
N+1 wW; — W;—1
pT __ 1 . ¢ v
U —22i21ﬁ2< AL )Am, (2)

where Az = L/N is a monomeric lengthscale, x;, w; are
the discrete version of k(z) and w(x), respectively, and
1 is the monomer index. The boundary conditions read
Wo=KN+1—= 0.

Equations (1)-(2) are representative of a large class
of physical systems whose energy functionals, in the

quadratic approximation, can be written as

USFT —

N

(w(a)|Shw() = & / w(z) Sw(x) e, (3)
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N

where H is a real symmetric positive definite matrix (the
Hessian, or Hamiltonian, matrix) and £ is a self-adjoint
real differential operator [21]. In what follows, in order to
emphasize the similarity between the discrete and contin-
uum calculations we will denote the dynamic operator by
©, which would correspond either to H or to £, depend-
ing on the context. Our convention is that the eigenval-
ues of © are of energy dimensions, and accordingly the
variables w; and w(x) are dimensionless. Equations (1)-
(2) are recovered from Eqs. (3)-(4) when one identifies
g{w} = —L (k(z)w'(z)) and H = VVUP". The same
framework, of course, describes other physical situations
such as bending fluctuations, where w represents the de-
flection and the quadratic elastic energy density is con-
trolled by curvature, i.e. U=3 [r(z)[w(x)]*dz.

Since we consider quadratic systems, the partition
function Z involves Gaussian integrals. There are two
distinct ways by which the constraints A={¢, A, e} enter
the calculation: The internal constraints, i.e. the proper-
ties of the inclusion ¢ and A, affect the dynamic operator
(and thus its eigenvalues) directly, while the external con-
straint ¢ enters by restricting the allowed configurations
over which the thermal average is performed. Explicitly,
the partition function is given by the functional integral

7= /Dw cBURMIIG(c — (L)), (5)

where § = (kBT)_l, kp is Boltzman’s constant and ©
is Heaviside’s step function. Note that in the discrete
theory w(L)=wy. We will demonstrate in what follows
that these two ways differ drastically in the continuum
limit.

The integral in Eq. (5) can be explicitly performed [22],
demonstrating that the free energy is composed of two
additive contributions,

F(A) = —kgTlogZ = F;(¢,A) + F.(A) . (6)

F;, which is independent of ¢, is the contribution associ-
ated with the inclusion parameters and F., that depends
also on ¢ and A, is the contribution associated with the
external constraint €.

We first consider F; (corresponding to F( —o0)). In
this case the integral in Eq. (5) is purely quadratic, lead-
ing to the following free energy [22]

det® A
F. = kBT Ehaadadi :ME : 1 q
K] 2 Og |:(]€BT)N:| 2 q Og kBT ? (7)

where )\, is the eigenvalue associated with the wavenum-
ber gq. Thus, the calculation reduces to finding the eigen-
modes of ®. While this can be done by fairly standard




methods, we nonetheless sketch the process briefly here,
as some of its details will prove crucial to the analysis.
The complete calculation is given in [22].

The process is similar to that of calculation of trans-
mission/reflection coefficients in the presence of a square
barrier in wave theory or quantum mechanics and its crux
lies in the fact that x(z) is locally constant, except for
two discontinuity points. Consequently, an eigenmode of
® must locally be a sinusoidal function (or more gener-
ally, an eigenmode of the corresponding translationally
invariant operator). That is, an eigenmode w, is of the
general form

R[Arexp(igr)] 0 <z <aq
wg = R[Agexp(igr)] =1 <z <x2 , (8)
R[Asexp(iqgr)] a2 <z <L

where A; are yet undetermined complex amplitudes and
q () is the wavenumber in the hard (soft) region. The
dispersion relation, i.e. the relationship between A,
and ¢, differ between the two theories. Explicitly, we
have ASF™ = Lky, ¢ and A\DT =4Lkp (Ax) 2 sin?(q Az/2).
Thus, in order for the eigenvalue equation D wg = Aq wy
to be satisfied with the same eigenvalue in all regions, we
must demand

(SFT) ,
(DT) .

(9)
(10)

2 2
Rh{q = KRs(q
K, sin? (qg””) = K sin? (qg””)

For the former this reads § = A ¢, which is also the case
for the latter in the small ¢ limit.

For the continuum operator, the amplitudes A; are ob-
tained by imposing 6 boundary conditions. There are 2
boundary conditions at the external boundaries x = 0
and x = L, and additionally, 2 internal boundary condi-
tions at the discontinuity points x; and xs. These cor-
respond to requiring the continuity of w(z) and of the
force, i.e. of k(z)w/(z) (which implies a discontinuity of
w'(x), cf. Fig. 2). Thus, we have 6 homogeneous equa-
tions for the 6 amplitudes, and requiring a simultaneous
solution translates to a transcendental equation for ¢ (see
full derivation in [22]). The set of wavenumbers {q, }\_,
form the spectrum. In addition, the spectrum of H is
calculated numerically (though det ® =det H in Eq. (7)
is calculated analytically, see below).

The spectra and 3 selected modes of both operators
£ and H are plotted in Fig. 2. As expected, the two
theories agree on the detailed structure of the modes, as
well as on the shape of the spectra, in the small-¢g limit.
This agreement, however, prevails only for a small frac-
tion of the modes and there are qualitative discrepancies
at higher ¢, as is evident from the figure.

It is furthermore observed the spectrum of the contin-
uum operator £ is linear, i.e. the nth wavenumber is given
by ¢, =Cn/L. The value of C is easily obtained from
the transcendental equation that defines the allowed ¢’s,
and it can be shown that C =7/(¢A +1 — ¢) [22]. In
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FIG. 2. Left: Spectra of the continuum operator £ (blue) and
the discrete one H (red). The plot shows the nth wavenumber
qn as a function of the ordinal number n for both theories.
The dashed lines show a sinusoidal dependences (purple) and
a straight line (green). The spectrum of H follows the same
linear trend up to n = 200, which is not shown here. Right: 3
selected modes of both theories (same color code) from various
parts of the spectra (the ordinal number is specified for each
panel). The parameters used are N =200, A=5, z1/L=0.1
and x2/L=0.8.

sharp contrast, the spectrum of H features a more com-
plicated structure, consisting of two distinct regimes, one
is a pure sinusoidal function, and the other is a straight
line. The latter is composed of modes that are localized
in the right hard region, like the 150th mode shown in
Fig. 2. This happens because the condition of Eq. (10)
produces an imaginary wavenumber in the soft region,
i.e. an evanescent wave. It is seen that a significant frac-
tion of the modes are evanescent in the soft region, and
comparing Eq. (9) to Eq. (10) shows that such modes do
not exist in the continuum theory, i.e. such evanescent
modes do not have a continuum counterpart.

We are now in a position to calculate F; in both the-
ories according to Eq. (7). Since we have an explicit
expression of all the eigenvalues of £, F°*" is readily cal-
culable and in the large-N limit it takes the form [22]

FST = NkpT x (11)
3 log (%) —log (pA +1 — ¢) + log (

Using some linear algebraic manipulations on H, one
obtains det H = (Axz) ™" [T, x; [22], which can be used to
calculate FPT

e

\/mﬂ

FP" = NkgT [; log (%) — ¢log A}
Both Egs. (11)-(12) were corroborated against explicit
numerical calculations [22].

EF*T and FP" are composed of two contributions, a
homogeneous one which does not depend on the inclu-
sion parameters, and an inhomogeneous one which does.

(12)



The homogeneous contribution is identical up to a loga-
rithmic factor in IV, a common situation in SFT calcula-
tions [3]. The inhomogeneous contribution, however, has
a fundamentally different form.

The contribution of the inhomogeneity to the
fluctuation-induced force, x4 =0F;/0¢, takes the form

A-1

ST = —NkpT—————
X BrA-g+1

Xg = —NkpTlogA (14)

in the SFT and DT, respectively. Physically, it corre-
sponds — e.g. in the case of cofilin-mediated softening of
actin filaments (where local softening of the actin poly-
mer is induced by the adsorption of cofilin molecules from
the solvent [18]) — to the fluctuation-induced contribu-
tion to an adsorption force. The latter also includes other
contributions, e.g. a binding energy, the change in the
solvent mixing entropy and the entropy associated with
placing the inclusion at different locations along the poly-
mer, which are of no interest in the present context. Fi-
nally, below we show that JF./0¢ is identical in both
theories.

Equations (13)-(14) are the main results of this Letter.
The two results are qualitatively different (except for the
small contrast limit A — 1, where xg'" ~ xg" ~ A—1),
demonstrating fundamental discrepancies between the
continuum and discrete theories in this case. In par-
ticular, x3" is independent of ¢, while x§™" depends on
it. Similar discrepancies are observed when the variation
of the free energies with respect to A is considered. We
stress that these discrepancies are not mitigated when
the discretization length is taken to zero, when a dif-
ferent ultra-violet cutoff is used or when the variation
of k(x) is smoothed out [22]. We interpret this as an
example for the breakdown of the continuum theory of
inhomogeneous systems.

It is worthwhile restating the origin of this breakdown.
Since the contribution of an eigenmode to the sum in
Eq. (7) increases as log(\q), and since the spectra of the
two theories differ substantially in the high-q regime, the
two theories produce different predictions. That is, when
the inclusion parameters ¢ and A are varied, not only the
identical small-q properties of the continuum and discrete
spectra vary, rather the entire spectra — which are man-
ifestly different — vary.

Next we consider F. in Eq. (6). The calculation of
the partition function in the presence of a finite external
constraint e is somewhat more involved, yet it is still

completely tractable and takes the form [22]

Bkn
1+ erf (E €(¢,A)>

with £, A) o< Y %L)Z ,
q q

F. =kpTlog

)

(15)

valid for both SF'T and DT. Here erf is the error function
and ¢ is a length scale that depends on the inclusion
parameters through the properties of the eigenmodes w,
and the eigenvalues A,.

What can be said about the thermodynamic force on
the wall, x. =0F./0e? Does it exhibit similar discrepan-
cies between the theories as in Eqs. (13)-(14)? Since the
two theories feature the same functional form of F¢, all of
the interesting physics is encapsulated in the length scale
£(¢p, A). However, as opposed to F;, where the contribu-
tion of the different modes increases with increasing g,
the sum that defines £ is dominated by small-g contribu-
tions because wy(L)/A, is a strongly decaying function
of ¢. That is, we expect £(¢, A) to mainly depend on the
small-¢ part of the spectrum, for which the two theories
coincide. This is supported by an explicit calculation [22],
hence we conclude that x3" =x2" in the thermodynamic
limit and that the continuum theory is valid in this case.

In summary, the analysis revealed qualitative differ-
ences between the continuum and discrete calculations of
certain Casimir-like forces, which arise from the variation
of the free energy with respect to some — but not neces-
sarily all — macroscopic symmetry-breaking parameters
A. One may then ask whether it is possible to modify
the continuum theory, e.g. in the spirit of Debye’s theory
of the heat capacity of homogeneous systems (where the
continuum dispersion relation is used along with a cutoff
that ensures that the total number of modes agrees with
the discrete theory), to better agree with the discrete
one. While we cannot entirely exclude this possibility,
we have not yet found a way to do so.

Our results might have implications for a broader
class of fluctuation-induced (Casimir-like) force calcula-
tions, which a priori invoke the continuum approxima-
tion. While the physical problem we solved may dif-
fer in some aspects from various continuum fluctuation-
induced force calculations (where the latter may involve
higher dimensionality and inclusions of fixed sizes at vari-
able locations/orientations), our results at least indicate
that the continuum approximation/assumption in this
context should be carefully reexamined.
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Supplemental Materials for:
“Breakdown of statistical field theory of inhomogeneous polymers”

This document is meant to provide additional technical
details related to results reported on in the manuscript.

I. DETAILS OF CONTINUUM ANALYSIS

Consider a general one-dimensional system whose en-
ergy is treated to quadratic order. The continuum energy
takes the form

U™ (w(z)) =

DN =

L
(w(x)\£|w(:v)>zi/o w(z) Lw(x)dr

where £ is a self-adjoint real differential operator. Our
convention is that the eigenvalues of £ are of energy di-
mensions, and thus w(z) is dimensionless. For the system
discussed in the main text we have

7] ow
=—L— — | . 1
slu(a) =Ly ()5 ) (s1)
We will work in the eigenbasis of £, which we denote
by wg, (z),...,wey (z). These function are orthonormal,
ie.
1

L
Z/o WeWg dr = 0gq and (wq|Llwy) = Agdgq , (S2)
where ), is the eigenvalue associated with w,. The
eigenmodes span the functional space and a general con-
figuration w(x) can be written as w(z) = 3 a,wq(x)
where ag = (w(x)|wg). The energy is thus written as
U =332, N ag, and the partition function is

Z5FT = /@w e‘mw‘glw)@(a‘ - w(L)) (S3)

= /dNaq exp [—52;)\(16@ @(5— Zaqwq(L)) .
q q

This is a multivariate Gaussian integral over a half-space.
In Sec. V we calculate a general formula for integrals of
this type. Applying this formula (Eq. (S37)) to Eq. (S3)

yields
1 9N\ /2
VASRES 3 (55\77(23’63) 1+erf |e ZZ}TL (S4)

2qu: (“’Z(LL)>2 . (S5)

where erf is the standard error function and the relation
Ay = kpLg? was used. det £ is defined as [I,Aq- The
factor & (2m)N /2 is of no physical importance and will be
omitted in what follows.

Note that here we take into account exactly N contin-
uum modes, which is basically a choice of an ultraviolet

éSFT

cutoff on gq. The results presented here do not depend
qualitatively on the choice of the ultraviolet cutoff, as
long as the number of modes scales with N, which is
anyway a trivial requirement from any reasonable cutoff
scheme.

The free energy is thus given by

FSFT = —kBTIOg ZSFT — F;-SFT _|_ FESFT ,
F'" = 1kpTlog (ﬂN det £) ,

c BEn,
¢SFT '

We now turn to calculate det £, which is done by explicit
calculation of the eigenmodes.

(S6)

FZ*" = —1kpTlog (1 + erf

A. General form of the eigenmodes

The calculation is very much in the spirit of standard
wave theory analysis of reflection and refraction from
a sharp material boundary, or of quantum mechanical
treatment of transmission over a potential barrier step.
The operator of interest is defined in Eq. (S1) and its
eigenmodes can be found by solving the continuum eigen-
value equation,

Lw(z) =  w(x) , (S7)

which in general is a non-trivial task. However, since k()
is locally constant for x # x1, o, treating the soft and
hard polymeric segments separately significantly simpli-
fies the mathematical structure. That is, in each segment
separately & is space-independent, so Eq. (S7) reads

k() wy (x) = A wy () (S8)

It is thus natural to write the solution separately for
the different segments. For each segment, we write wq(x)
as a superposition of the two independent solutions of
Eq. (S8) in the form

Ajcos(qr) + Agsin(gr) 0 <z <y
wq(x) = < Agcos(qz) + Agsin(Gzr) =1 <z < 32
As cos(qz) + Agsin(qr) zo <z <L

where the A; are yet undetermined real amplitudes (note
that in Eq. (8) of the main text a complex notation was
used). We also impose the supplementary condition

q2’€h = 6258 > (Sg)

which ensures that Eq. (S8) is satisfied with the same
eigenvalue \J"" =L kp, ¢®>=L k. §* at all points in space.
A mode with negative ¢ can be obtained by rearranging
the coeflicients {A;} in the corresponding mode with a
positive ¢, so we only consider modes with ¢>0.
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FIG. S1. (a) The numerically found ¢’s as a function of their ordinal number for fixed z; =0.05L and A=5. Different colors
correspond to different values of x> which varies at constant steps between 0.1L and 0.9L. (b) The blue points show the slopes
of the data in panel (a) as a function of x2, and the solid line is the prediction Eq. (S16). The purple data are obtained with
the same procedure, but when z2 = 0.95L is fixed and z; varies. (c) The same as (b), but now A is varied and z; = 0.2L,

zo = 0.8L are fixed.

B. Boundary conditions

The 6 amplitudes are determined by 6 boundary condi-
tions (BC). 2 boundary conditions are given at the exter-
nal boundaries =0 and x =L, and 2 more are imposed
on each of the internal boundaries x; and z5. Here we
derive these internal boundary conditions.

The spatiotemporal dynamics of the system are gov-
erned by the equation

TH{w(z, )} = Lw(z, )}, (S10)
where 7 is a differential operator acting on the time coor-
dinate. T{w(x,t)} is proportional to Oyw(x,t) in inertial
systems, to dyw(zx,t) in highly overdamped systems and
might have a more complicated structure in other cases.
Since the particular form of 7T is irrelevant to this discus-
sion, we do not specify it here. We integrate Eq. (S10)
over a region of size § around the a discontinuity point,
say x1. That is, we consider the region —d <z — xy <0
and take the limit 6 — 0. Using the fact that for x #x;
K is space-independent, the integration yields

1 x1+0
lim — T{w(z,t)}dx =
s—0lL £1—8 (S].].)

e
Irrespective of the explicit form of 7, we know that it

does not produce a singularity at x =x; and thus the left-

J

hand-side of the above equation vanishes. We therefore
conclude that the function x(x) w/(z) is continuous across
the interface.

Integrating Eq. (S10) and dividing by x(x) we obtain

1
W/T{w(x,t)}dx = w(x,t) . (S12)
Integrating again over the interval [x; — d, 21 + J] and
taking the limit § — 0, the left-hand-side vanishes and we
see that w(x) is continuous across x =x;. As before, we
use the fact that although s is discontinuous, it is not
singular and the integral of it over a vanishingly small

region vanishes.

To summarize, the 6 boundary conditions are

w(0) = w'(L) = [we, = [wle, = k]2, =[Kw']e, =0,

where [-];, denotes the jump in a given quantity at z=uwx;.
In particular, as () is discontinuous at z1 and z2, w'(x)
experiences a jump-discontinuity at these points. The
somewhat formal derivation of the internal BC at x; and
o presented above has a clear physical meaning that
could have been invoked a priori; at any discontinuity
of the linear elastic modulus x, the polymer retains its
integrity, i.e. w(x) is continuous, and the stress (either
torsional or extensional) is continuous, i.e. k(z)w/(x) is
continuous.

The BC can be summarized concisely in the matrix
equation

1 0 0 0 0 Ay
0 0 0 —sin(Lq) cos(Lq) As
cos (qr1) sin(qgz1) —cos(Agz1) —sin(Aqz) 0 0 As | 0 (S13)
—Asin (gz1) Acos(qr1) sin(Agqzri) —cos(Agzy) 0 0 Ag |
0 0 cos (Agx2)  sin(Agx2) —cos(qr2) —sin(gz2) As
0 0 sin (Agx2) —cos(Agxz) —Asin(grz2) A cos(qzz) Ag



C. The constant C(A,x1,x2)

In order to satisfy the boundary conditions simultane-
ously, the determinant of the matrix must vanish. The
resulting equation can be solved numerically to find the
discrete set of permissible ¢’s. The eigenvectors are easily
found by calculating the kernel of the matrix, together
with the normalization condition (S2). Explicitly, the
demand that the determinant vanish reads

0= (%)2 cos [q((x2 ) (A1) + L)}
+ 4%k cos [g((w2 — 21)A = (w2 + 21) + L)
— % cos [q(—(xg —z1)A — (2 + 1) + L)}

— cos [q((xl — )1+ A) + L)] . (S14)

The problem now is to estimate how the permissible
¢’s are distributed as a function of the parameters. To
this end, we numerically solve Eq. (S14) for some range of
inclusion parameters. In Fig. S1 we plot the numerically
found ¢’s as a function of their ordinal number, when
we fix 1 and A, and x5 is varied. It is seen that the
spectrum is linear, i.e. that one can write the n-th wave
number as
C(A, 21, 35)
———"n

L
Simple dimensional analysis of Eq. (S14) shows that C
cannot depend on L nor on K, or kg, except through their
ratio A2,

How can we calculate C(A, z1, 22)? The defining equa-
tion, Eq. (S14), is a sum of sinusoidal functions with dif-
ferent frequencies. One can conjecture that the highest
frequency, (A — 1)(x2 — 1) + L, is the one that controls
the density of solutions to Eq. (S14). This argument pre-
dicts that the equation for C' should read

L _ s
(A—1D(zg—21)+L ¢A+1—¢

Fig. S1 demonstrates a numerical verification of this pre-
diction.

qn = (S15)

C= (S16)

D. Calculating the free energy

With the wavenumbers at hand, i.e. Eqgs. (S15)-(S16),
the calculation of FSFT is straightforward. The eigen-
value associated with the wavenumber ¢ is \J"" =L ry, q>
and thus

N
det & = [ = [ rnle? = (%) C2N(N1)?
q n
This immediately leads to

1
F" = CkpTlog (BN det £] = (S17)

NkgT [; log (i’%) —log (W) + %log N!] :

S3

We now apply Stirling’s approximation, which we write
as log(N!) = N log (N) to obtain

(&

o (77

10g(A¢+1¢)+10g(NZ)1 .

F¥" =~ NkpgT

(S18)

After minor rearrangement, Eq. (11) of the main text is
recovered.

II. DETAILS OF DISCRETE ANALYSIS

We want to calculate the partition function

Z°T = / dNwe U ®QE —wy),  (S19)

with

N 2
1 wW; — Wi_1

DT _ - . K3 K3
U™ (w) = Z Shi <M > Az . (S20)
Unlike the continuum case described in the previous sec-
tion, here the calculation can be performed without ex-
plicit reference to the eigenmodes. The trick is to use the
non-orthogonal change of variables

K ‘ Ax
Z/z‘E\/Ax(wi*wi—ﬂ, wi:;yﬂ/?j' (521)

The Jacobian of this transformation is ], /A= =

V/det H. With the new variables y; the energy takes the
simple form U = 1||y||?>. The partition function is thus

1 o B 1agl2 Ax
DT _ Ny e~ 21yl _ L=
Z _“detH/_DQd ye ¥ 0O |e zj:y”,/‘éj

This is an Gaussian integral over a half-space, for which
we develop an explicit formula in Sec. V. The result is

) . (S22)

where we introduced the notation k. = (3 /1;1)71,
i.e. the effective spring constant of the chain.

This expression holds for an arbitrary choice of k;. If
we assume k(x) has the form described in the main text,
i.e. N¢ springs have a spring constant of ks and N(1—¢)
have a spring constant of k;, we have

1 (2m)N

5’%3
— = (1 ferf
2 BNdetH< rer

2Ax

VS €

_(N¢  NA-¢)\' kN
Regr = < e + Hh) = A2¢+—(1—¢) (823)
det H =[] Zz = (%)N AN (S24)
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FIG. S2. Left: Dependence of the inhomogeneity free-energy F; on ¢. Here ¢ was changed by keeping x1 = L/10 and varying z2.
F; is calculated explicitly by finding the eigenvalues of the operators H (filled symbols) and £ (empty symbols). Right: for easier
comparison, we subtract from each set of data the part which does not depend on the inhomogeneity, i.e. %kBT log (N Bk /L),
and in addition the factor %kBTlog (Ng) for the SFT. Green symbols correspond to calculations with smooth x(z), see
Sec. IV. The solid lines show the analytic predictions, Egs. (11)-(12) of the main text.

Thus, the free energy is

FP" = —kpTlog Z°" = FP" + FP" |
FPT = 1kpTlog (BY det H)

— Yy [log <ﬁ“") - ¢10g4 (s

L/N
. Bkn
KDT

FZ*" = —1kpT log (1 + erf

T = 2L (A%s +(1- qb)) . (S26)

III. NUMERICAL VERIFICATION

All the analytic predictions presented here and in the
main text were verified against direct numerical calcula-
tions. Here we present a few of the comparisons, all of
which show perfect agreement.

The numerical and analytic predictions for the inho-
mogeneity contribution to the free energy, F;, is shown
in Fig. S2.

In Fig. S3 we test the analytic predictions for £°T and
£5FT . In addition to the agreement with the numerics
we show also that the sum that defines £, Eq. (S5),
converges to the analytic prediction for ¢°*, Eq. (526),
after summing over a sub-extensive number of modes. To
show this, we define £i"" as the partial sum of Eq. (S5)
over the first k£ modes,

)2 . (S27)

Note that £3;" = ¢°"", and in Fig. S3 we show that "
with k£ > 10 is already close to £°* to within 1%.
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FIG. S3. Top: Convergence of £5°" (cf. Eq. (527)) to £°". The
purple data use the parameters of Fig. 2 of the main text, and
other colors correspond to changing one of the parameters, as
described in the legend of the bottom panel. Points corre-
spond to £3FT and the lines correspond both to the numerical
calculation of £°T and to the analytic prediction, Eq. (526),
which are indistinguishable. It is seen that the results con-
verge after summing over the first few modes. Bottom: The
relative error of £3°". Tt is seen that after summing over the
~ 10 lowest-q modes, £;" " already estimates £°" to more than
a 1% accuracy for all parameters tested.
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FIG. S4. The spectrum of the SFT operator (dashed lines)
and the discrete operator (solid lines) for the case £ = L/25
(green) and £ = 0 (blue) which is discussed in the manuscript.
Inset: The smoothed k(z) (solid line) and the discrete k;
(points). The parameters used are the same as those of Fig. 2
of the main text, together with £ = L/25. The shaded regions,
each of width 2¢, show the region where k varies.

IV. SMOOTH VARIATION OF k(z)

The continuum eigenmodes of a system with a
smoothly varying x(z) can be obtained using a straight-
forward shooting method. The eigenvalue equation

a% G@)‘Z‘g’:) = \w(2)

is interpreted as a differential equation which is inte-
grated with the initial conditions w(0) =0 and w’(0)=1.
The equation is integrated up to x = L and the value
w'(L; A) is obtained as a function of A. The eigenvalues
are those A for which w’(L; \) =0. These are found using
standard root-finding methods.

To explore the effect of the smoothness of x(z) on the
results, we chose a specific form of smoothing. Instead of
a sharp step function, defined as

@(m):{o r<0

1 >0

(S28)

(S29)

we use a hyperbolic tangent function that varies over a

finite lengthscale &
1—|—tanh< )}
[

& can be significantly larger than the monomeric length-
scale. Equation (529) in recovered in the limit £ — 0.
An example of a smoothed x(x) with £ =L/25 is shown
in Fig. S4. The computed spectra are also shown and it
is seen that the effect of £ on the spectrum is small and
the qualitative discrepancies between the continuum and
discrete theories persist. Moreover, the qualitative dis-
crepancies between the continuum and discrete theories
are independent of £, at least as long as { < L.

O(x;8) = (S30)

S5
V. HALF-SPACE GAUSSIAN INTEGRALS

The partition function, defined in Eq. (5) of the main
text, is a multivariate Gaussian integral over a half space.
In this section we calculate such an integral in a general
manner, to be used in calculations of ZPT and Z5FT.

We want to calculate the integral

I(A,v):/ Nz e™

That is, the integral of a multivariate Gaussian over the
half space defined by v-x < b. v is an arbitrary real vec-
tor and A is a strictly positive-definite symmetric matrix.
We begin with the simpler case where A is diagonal. The
generalization for the non-diagonal case will be immedi-
ate. The integral is then

I(A,v) = / d™x

where the \;’s are the eigenvalues of A. We replace the
Heaviside function by the integral identity

’ body [ 4
@(b—x):/ 5(Z—x)dz:/ %/ dwezw(z—z)’

where two auxiliary variables, w and z, were introduced.
This identity holds for arbitrary xz,b € R. With this
replacement, after simple rearrangement the integral is
written as

I:/b @/oo wz
—0027( —0o0
N oo
(H/ dx; exp {( )\:E +Zwv]xj)}>dw.
j=17 7

This is a product of Gaussian integrals, for each of which
we can use the integral identity

@ ATg (h_y.x) . (S31)

emr XihiTig b-—v-x),

(S32)

o 1 2 w?
/ exp {—az2 + iwz} dz =4/ il , (S33)
oo 2 a
which holds for any w € C and real a > 0. Thus,
b 00 N
dz Wz L
_/_Ooﬁ/_oodwe il;[lw)\—ie (S34)

N b o° -3 ﬁ w?iw
JEE e [ g (B
det A J_ 27 J_o

The latter is again a Gaussian integral of the form of
2
Eq. (S33), and denoting D = 3", 5= = v7 A~ v we get

= ax [

($35)



The last integral is expressed in terms of the standard
error function

erf(z) = % /OZ e dr (S36)

such that
1 /@2m)N b
= — 1 _—
HAY) =3\ G a { o («TD)] " (S37)
D=v"A .

This completes the derivation. While this is not neces-
sary for the present needs, we note that the formula (S37)
is valid also when A is not diagonal. This can be seen
by a simple change of variables.

S6



