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Abstract

Traditional macro-cell networks are experiencing an upsurge of data traffic, and small-cells are deployed

to help offload the traffic from macro-cells. Given the massive deployment of small-cells in a macro-cell, the

aggregate power consumption of small-cells (though being low individually) can be larger than that of the macro-

cell. Compared to the macro-cell base station (MBS) whose power consumption increases significantly with its

traffic load, the power consumption of a small-cell base station (SBS) is relatively flat and independent of its

load. To reduce the total power consumption of the heterogeneous networks (HetNets), we propose a scheme to

dynamically change the operating states (on and off) of the SBSs, while keeping the MBS on to avoid service

failure outside active small-cells. First, we consider theusers are uniformly distributed in the network, and propose

an optimal location-based operation scheme by gradually turning off the SBSs close to the MBS. We then extend

the operation problem to a more general case where users are non-uniformly distributed in the network. Although

this problem is NP-hard, we propose a location-and-density-based operation scheme to achieve near-optimum (with

less than 1% performance loss by simulation) in polynomial time.

Index Terms

Green communication, heterogeneous networks (HetNets), small-cell operation, traffic offloading.

I. INTRODUCTION

Cellular networks are now experiencing an upsurge of data traffic, and traffic offloading from macro-cells to

small-cells (e.g. pico-cells and micro-cells) is a promising way to solve this problem. However, the introduction

of massive small-cells can lead to the increase of the total power consumption of the heterogeneous networks
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(HetNets). The power consumption of a HetNet comes from boththe macro-cell base stations (MBSs) and the

small-cell base stations (SBSs) [1]. Researchers have paidmuch attention to study power saving at the MBS side,

by dynamically changing the MBSs’ on and off states to meet the stochastic traffic (see, e.g., [2], [3]), but very

few work has considered power saving at the SBSs.

As there are increasingly more small-cells deployed, theirpower consumption is not ignorable. Aueret al. in

[4] showed that in many European countries, the typical power consumption of a SBS is10W and that of an

MBS is 930W. Thus, the power consumption of100 SBSs (or small-cells) is larger than that of an MBS (or

macro-cell). As a result, it is important to jointly manage the power consumption of macro-cells and small-cells

for more energy-efficient operation with traffic sharing. According to [4]–[6], the MBS and the SBS are different

in their power consumption rates with their traffic loads. The MBS’s power consumption increases exponentially

with its traffic load in terms of the number of users served given each user has a constant rate requirement [5],

while the SBS’s power consumption is almost independent of its load and even flat for any load [4], [6]. Data

offloading from the MBS to the SBSs thus helps save the MBS’s power consumption but inevitably requires more

SBSs to be turned on and increases the total power consumption of the SBSs. The operator should be aware of

this in designing the traffic sharing among the macro- and small-cells, and should also consider the heterogeneity

of small-cells in location and user coverage.

This thus motivates this paper to investigate the dynamic adaptation of the SBSs’ operation modes (on or off)

to save the total power consumption in the two-tier HetNet while meeting the all users’ service requirements. To

study the SBSs’ dynamic operation for the small-cells, we make a practical assumption that the MBS is always

active to provide the seamless coverage of control signal and avoid any service failure to serve users outside active

small-cells [7]. Though we focus on small-cell dynamic operation, our approach does not exclude prior macro-

cell operation schemes. The MBSs and the SBSs are dynamically operated over different spatial and time scales.

Small-cells are dynamically operated inside a macro-cell,while a macro-cell is dynamically operated in a much

larger range. Turning on or off an MBS usually takes several minutes [8], while a SBS can be quickly turned on

or off in seconds [9].

The main contributions of this paper are summarized as follows:

• Novel small-cell dynamic operation to save the two-tier HetNet’s power:We study dynamic small-cell on/off

operation to serve offloaded traffic from the macro-cell for saving the total power consumption of the HetNet.

We model different power consumption patterns for both the MBS and the SBSs with respect to their traffic

load, where the SBSs’ locations and their user coverage areas are taken into account.
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• Small-cell dynamic operation to serve uniformly distributed users:We take the spatial randomness of the user

locations into consideration. We start with a special case with uniformly distributed users in the HetNet in

Section III, where user densities in all the small-cells andthe macro-cell are identical. We propose an optimal

location-based operation algorithm to decide the operation modes of the SBSs according to their distances to

the MBS to minimize the total HetNet power consumption.

• Small-cell dynamic operation to serve non-uniformly distributed users:We then extend to a more general case

with non-uniformly distributed users in the HetNet in Section IV, where the user density varies over different

small-cells and the macro-cell. In this case, the HetNet power minimization problem is shown to be NP-hard.

We propose a location-and-density-based operation algorithm that provides a near-optimal operation solution

in polynomial time to decide the SBSs’ on/off states.

• Performance evaluation:In Section V, through extensive simulations, we show that the location-and-density-

based operation algorithm achieves less than 1% performance loss as compared to the optimal one. By

comparing with benchmark schemes, we show that our proposedsmall-cell operation scheme can more

efficiently save the total HetNet power consumption. We alsoshow that the MBS’s power consumption can

even decrease with the increasing HetNet traffic load under our proposed scheme, as more small-cells are

turned on to offload the macro-cell traffic.

Recently, HetNet dynamic operation for power saving draws significant attention and many prior studies have

focused on macro-cells’ intelligent operations (e.g., [10]–[18]). Among these works, there are two major approaches:

cell zooming and base station (BS) sleeping. The approach ofcell zooming proposed in [10] reduces the macro-cell

power consumption by adjusting the cell size according to the covered traffic load, the quality-of-service (QoS)

requirements and the channel conditions. The power saving potential of the cell zooming approach was further

studied in [11]. BS sleeping is the second major approach to save power by switching BSs between on and off.

As a pioneering work, Marsanet al. in [12] showed that 25-30% of the total power consumption canbe saved

by reducing the number of active macro-cells when the trafficis low. Considering the users’ traffic variations over

both space and time, the authors in [13] jointly applied tools from stochastic geometry and dynamic programming

to design the optimal BS on/off adaptation scheme. The application and extension of this approach in practical

systems have also been extensively studied in, e.g., [14]–[18], where various implementable BS on/off algorithms

were proposed. Besides these two approaches, user association for load balancing between macro-cells and small-

cells was studied in [19]. However, all these studies overlooked the impact of small-cells dynamic operation on

two-tier HetNet’s power consumption.
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As a preliminary work, Ashrafet al. in [9] showed that small-cell sleeping has great power-saving potential. The

studies in [20]–[22] further exploited this potential and proposed small-cell control algorithms for power saving.

However, these studies focused on small-cells only, and proposed to serve users within the small-cells. In practice,

users in deactivated small-cells also need to be served by macro-cells. Thus, the different power consumption

patterns for macro-cells and small-cells should be considered, and load balancing between them should be properly

designed to reduce the two-tier HetNet’s total power consumption. Though [23] considered small-cells’ activation,

it did not aim to minimize the total HetNet power consumptionbut mitigate interference.

We summarize the key notations in this paper in Table I.

TABLE I

KEY NOTATIONS

Notations Descriptions

R0 Macro-cell radius

Rs Small-cell radius

M = {1, ...,M} Set ofM SBSs

dm, m ∈ M distance between SBSm and the MBS

K Number of macro-cell users

rk, k ∈ {1, ..., K} Distance between macro-cell userk and the MBS

r0 Reference distance in channel model

D Reference path loss

α Path-loss exponent

hk Rayleigh fading between macro-cell userk and the MBS

Am Coverage area of SBSm

A0 Area outside of all small-cells

θ = {θ1, ..., θM} Operation modes of allM SBSs

λn, n ∈ {0} ∪M User density inAn

P t(θ) MBS’s transmit power to all macro-cell users

P t

max MBS’s maximum transmit power

P t

k MBS’s transmit power to userk

p0 (or p1) SBS’s power consumption in sleeping mode (or active mode)

PHet(θ) Total power consumption in the HetNet

P r

k Macro-cell userk’s received power from the MBS

W Operation spectrum bandwidth of the macro-cell

b each user’s required data rate

ε Maximum allowable outage probability

II. SYSTEM MODEL

As shown in Fig. 1, we consider a two-tier HetNet, whereM , M ≥ 1, small-cells are deployed in a macro-cell.

TheM SBSs dynamically adjust their on/off operations to serve the offloaded traffic from the MBS, so as to save

the total power consumptions across all the SBSs and the MBS in the HetNet. In the following, we first present
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Fig. 1. System model of the HetNet including a macro-cell andM small-cells.

the network model of the considered HetNet. We then model thepower consumption at each SBS and the MBS.

At last, since the transmit power of the MBS increases over its served traffic load, we consider the impact of the

traffic load served by the MBS and derive its transmit power.

A. Network Model

This subsection presents the network model. Denote the coverage radius of the MBS and each of the SBSs as

R0 andRs, respectively, whereR0 > Rs > 0. We assume the MBS and each of the SBSs are located at the center

of their respective coverage areas. Without loss of generality, we assume the MBS is located at the origino, given

by (0, 0), of the two-dimensional planeR2. Let B(x, r), x ∈ R
2, r ∈ (0,∞), denote a circle of radiusr centered

at x. The area that can be covered by the MBS is thus given byB(o,R0). The locations of allM SBSs are given.

Denote the location of SBSm, m ∈ M , {1, ...,M}, asxm ∈ B(o,R0), and the coverage area of SBSm as

Am , B(xm, Rs) ⊂ B(o,R0). It is easy to find thatAm = πR2
s, ∀m ∈ M. We also denote the complement

region of all small-cells’ coverage areas in the macro-cellasA0 , ∪
m∈M

Am ∩B(o,R0).

First, denote the operation mode of SBSm ∈ M by θm ∈ {0, 1}. Each SBS can be either in the active mode

(i.e., stateθm = 1) to serve the data offloaded from the MBS or in the sleeping mode (θm = 0) to save its own

power. The operation modes of all SBSs are given by a vectorθ = [θ1, · · · , θM ]. The MBS is always active to

provide the seamless control signal coverage and avoid any service failure [7]. The coverage area of the MBS is

thus expressed asA0 ∪
{m|θm=0}

Am. To properly serve the users in the network, we adopt the “separate carriers”

model such that the MBS operates over a different spectrum band from the SBSs, to avoid the interference between
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the MBS and the SBSs.1 The practice of “separate carriers” has been widely appliedin industry (e.g., by China

Unicom [24]–[26]). This paper only focuses on one macro-cell, where the MBS efficiently exploits the available

radio resources to support all the users in the macro-cell. As will be shown later in Section II-C, the transmit

power of the MBS is derived to assure the QoS of the users in themacro-cell. Since all active SBSs operate

over the same spectrum band, the inter-cell interference between the active SBSs is generally unavoidable. It is

noticed that extensive schemes in the literature have been proposed to effectively control/mitigate the downlink

inter-cell interference via efficient coordination between the small-cells (see e.g., [27] and the references therein).

As a result, considering the short-transmission range in the small-cell as well as the low transmit power levels of

the SBSs, we adopt the following assumption in this paper.

Assumption 1:In the considered HetNet, we assume the inter-cell interference between the active SBSs can

always be properly controlled to assure the QoS of the small-cell users.

Next, we take the spatial randomness of the user locations into consideration, and apply the widely-used Poisson

point processes (PPPs) to model the user locations in the HetNet (see, e.g., [28]- [30]). Specifically, for each small-

cell m ∈ M, we use a homogeneous PPP with densityλm > 0 to model the locations of the users in SBSm’s

coverage areaAm. Similarly, we also use a homogeneous PPP with densityλ0 > 0 to model the locations of

the users in the MBS’s coverage areaA0. We assume all the PPPs are mutually independent. As a result, by the

property of the PPP, the users under this model are not only independently distributed over the entire HetNet, but

also uniformly distributed with densityλm or λ0 within eachAm, m ∈ M, or A0, respectively [30]. However,

due to the non-identical user densities overAm’s and A0 in general, users’ distributions are not uniform over

different small-cells and the macro-cell. This is reasonable as some small-cells are located as hotspots to serve the

user crowds. We suppose that the users within the active small-cells are automatically served by the corresponding

SBSs, while those outside all the active small-cells are served by the MBS. Such a control and access model allows

us to turn off some SBSs to save energy, while keeping all the users being served.

In the following subsection, we introduce the power consumption models for the MBS and the SBSs, and derive

the total power consumption across all SBSs and the MBS in theHetNet.

B. Power Consumption Models

This subsection introduces the power consumption models for the MBS and the SBSs. We first consider the

power consumption model for the MBS. The power consumptionP of the MBS starts from a base levelP > 0

1This paper’s focus is the HetNet power saving instead of spectrum allocation. A future extension may consider the other “shared

spectrum” model where macro-cells and small-cells operateover the same spectrum band. In this case, proper interference control between

the SBSs and the MBS as in [23] is needed.
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and increases linearly with its downlink transmit powerP t [4]. As P t increases with the macro-cell traffic after

offloading to active small-cells,P t is a function of the SBSs’ operation modesθ. We thus rewriteP t asP t(θ)

and have

P = P + uP t(θ), (1)

where u > 0 is the power utilization coefficient for the MBS. Take Europefor example, typically we have

P = 712W andu = 14.5 [4].

Next, consider the power consumption model for each SBS. According to [4] and [6], depending on its operation

mode, we model the power consumption of SBSm, m ∈ M, as follows:

pm =





p1 = p+ vpt, if θm = 1 (active/on),

p0, if θm = 0 (sleeping/off),
(2)

wherep1 andp0 are the total power consumption of SBSm in the active and sleeping modes, respectively,p > 0,

pt > 0, andv > 0 are the base power level, the transmit power level, and the power utilization coefficient of the

SBSm when it is in the active mode, respectively. It is noted that different from the MBS that consumes most

power in power amplifier, for a SBS, the load-dependent poweramplifier is no longer the main power-consuming

component [31], and its transmit powerpt increases mildly with the traffic load (e.g., only0.07W increase as traffic

load increases from 80% to 100%), due to the short-range communication in the small-cell [4], [6]. Therefore, we

assumept and thusp1 in (2) are not related to the SBS’s traffic load and are both constants for simplicity. From

[4], the typical values ofp1 and p0 are 10W and 3W, respectively. By comparing (1) and (2), it is easy to find

that in a practical macro-cell that can include hundreds or even thousands of small-cells, the power consumption

of just 100 active SBSs becomes larger than that of an MBS, which motivates our proposed HetNet power saving

via the SBS on/off adaptations.

At last, we give the overall power consumption in the HetNet based on (1) and (2). Givenθ, we define

H(θ) ,
∑

m∈M θm as the number of active small-cells. Let∆p = p1 − p0. By summing the power consumption

over all the active SBSs and the MBS, the total power consumption in the HetNet is obtained as

PHet(θ) = P + uP t(θ) +Mp0 +H(θ)∆p. (3)

Since the MBS’s transmit powerP t(θ) is determined by its served traffic load as well as the operation modes

of the SBSs, to more explicitly expressPHet(θ) in (3), we deriveP t(θ) in the following subsection.

C. Derivation of MBS Transmit PowerP t(θ)

Based on the PPP-based user location model introduced in Section II-A, in this subsection we derive the MBS’s

transmit powerP t(θ) for a given operation modeθ of the SBSs. We first study the MBS’s transmit power for
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each individual user in its coverage area, so as to satisfy the user’s QoS requirement. Then by aggregating the

MBS’s transmit power for each user, we obtain the MBS’s transmit powerP t(θ).

1) MBS Transmit Power to Each Individual User:We first focus on the MBS’s transmit power for each individual

macro-cell user that is located in its coverage areaA0 ∪
{m|θm=0}

Am. For a given operation modeθ of the SBSs,

denote the number of macro-cell users asK, and the distance between the MBS and each macro-cell userk ∈

{1, ...,K} as rk. We consider both distance-dependent path loss and short-term Rayleigh fading for the wireless

channel between the MBS and each of its served users. If the distancerk is shorter than a reference distancer0 > 0,

the MBS’s transmit power to macro-cell userk, denoted byP t
k, experiences a fixed path lossD > 0. Otherwise,

it attenuates with the distancerk according to the path-loss exponentα > 0. We also denote the Rayleigh fading

channel from the MBS to macro-cell userk as hk, which follows exponential distribution with unit mean. We

assumehk ’s are mutually independent. If the MBS transmits with powerP t
k to userk, the received power, denoted

by P r
k , is then obtained as

P r
k =





P t
khkD( rk

r0
)−α, if rk ≥ r0,

P t
khkD, otherwise.

(4)

We say the QoS requirement of a macro-cell userk is satisfied if the outage probability that the achieved data

rate of userk being smaller thanb bits/sec is no larger than a given thresholdε≪ 1. To find the transmit powerP t
k

that can assure the QoS of each macro-cell user, we adopt the widely-used equal-bandwidth-sharing scheme among

the users (see, e.g., [5], [28], [32]). Denote e the operatedspectrum bandwidth of the MBS asW . The assigned

bandwidth for each user is thusW/K.2 Similar to the transmit power derivation in [5], by using thereceived power

P r
k and the bandwidthW/K to calculate the achieved data rate of each userk based on the Shannon’s formula,

we can first find the minimum required received power for userk such that the achieved data rate is equal tob.

Then by noticing thathk follows exponential distribution with unit mean, it is easyto find the probability thatP r
k

being less than the calculated minimum required received power is no larger than the thresholdε, from which we

inversely calculate the transmit powerP t
k to assure macro-cell userk’s QoS and obtain

P t
k =





ΓN0W
−D ln(1−ε) · 2

Kb
W −1
K
· ( rk

r0
)α, if rk ≥ r0,

ΓN0W
−D ln(1−ε) · 2

Kb
W −1
K

, otherwise,
(5)

whereN0 is the noise power density andΓ accounts for the loss of capacity due to coding and modulation. From

(5), the transmit powerP k
t increases with the distancerk and the number of usersK. Thus, we rewriteP t

k as

P k
t (rk,K), i.e., a function ofrk andK.

2To focus on the transmit power derivation, we consider the equal-bandwidth-sharing scheme for simplicity. The analysis method in this

paper can also be applied to other channel allocation schemes (e.g., the unequal-bandwidth-sharing scheme in [34]) in asimilar manner.
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2) MBS Transmit PowerP t(θ) to All Users: We now derive the MBS’s total transmit powerP t(θ) for all

the macro-cell users in its coverage area. According to the PPP-based user location model in Section II-A, it is

noticed that the macro-cell user numberK and the distancerk between the macro-cell userk and the MBS which

determineP k
t (rk,K) in (5) are both random variables. It is easy to obtain thatK is a Poisson distributed random

variable with meanµ being equal to the average number of users in the MBS’s coverage areaA0 ∪
{m|θm=0}

Am. We

thus haveµ = λ0‖A0‖ +
∑

{m|θm=0} λm‖Am‖, where‖An‖ denotes the area ofAn, ∀n ∈ {0} ∪M. Moreover,

given the macro-cell user numberK, all the macro-cell users are identically and independently distributed in the

MBS’s coverage area [30]. As a result,rk ’s, ∀k = {1, ...,K}, are identical and independently distributed (i.i.d.)

random variables. Therefore, for a given operation modeθ of all the SBSs, by summingP k
t (rk,K) over all users

in the MBS’s coverage area and taking expectations overK and eachrk, we obtainP t(θ) as

P t(θ) = EK

[
Er1,··· ,rK

[
K∑

k=1

P t
k(rk,K)

]]

(a)
= EK

[
KErk

[
P t
k(rk,K)

]]
, (6)

where equality(a) follows sincerk’s are i.i.d. random variables for a givenK. In the following, by first deriving

the inner expectationErk
[
P t
k(rk,K)

]
of (6) for a givenK, and then deriving the outer expectation of (6) by using

the fact thatK follows Poisson distribution with meanµ, we obtain an explicit expression ofP t(θ) in Theorem 1.

Theorem1: Given the operation modeθ of all M SBSs, the transmit powerP t(θ) of the MBS is the product

of a macro-cell’s traffic factorT (θ) and apower efficiency factorZ(θ), i.e.,

P t(θ) = T (θ) · Z(θ), (7)

where the two factors are given by

T (θ) =
ΓN0W

−D ln(1− ε)
·


exp



(
2

b

W − 1
)

λ0πR

2
0 − λ0MπR2

s +
∑

{m|θm=0}

λmπR2
s




− 1


 , (8)

and

Z(θ) =

2πλ0

α+2

(
Rα+2

0 + αrα+2
0

2

)
− λ0

M∑
m=1

πR2
sd

α
m +

∑
{m|θm=0}

λmπR2
sd

α
m

rα0

(
λ0πR2

0 − λ0MπR2
s +

∑
{m|θm=0}

λmπR2
s

) , (9)

wheredm = |xm| is the distance between SBSm and the MBS.

Proof: Please refer to Appendix A.

Remark1: The power efficiency factorZ(θ) gives the MBS’s average transmit power for an individual user,

and the traffic factorT (θ) gives the total traffic load in the area outside of all the active small-cells. It is observed
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from T (θ) in (8) that similar to [5], the MBS’s transmit powerP t(θ) in (7) increases exponentially with its traffic

load for assuring each macro-cell user’s QoS. Thus, we can turn on more SBSs to offload the MBS’s heavy traffic

load for saving the MBS’s power consumption. However, a large number of active SBSs also consume high power.

As a result, by adapting the operation modes of all the SBSs, an optimal trade-off between saving the MBS’s

power consumption and saving the SBSs’ power consumption needs to be decided for minimizing the total HetNet

power consumption.

In the following two sections, to properly study the HetNet power minimization problem, we start with a special

case with uniformly distributed users in the HetNet whereλ0 = λ1 = · · · = λM . We then extend the results to a

more practical case with non-uniformly distributed users whereλ0 andλm’s are not identical in general.

III. SMALL -CELL DYNAMIC OPERATION FORUNIFORMLY DISTRIBUTED USERS

This section studies the case where the users are uniformly distributed in the HetNet with identical user density,

i.e., λ0 = λ1 = · · · = λM . In the following, we first formulate the HetNet power minimization problem in this

case. We then provide a tractable method to solve this problem. At last, based on the optimal SBSs’ operation

mode, we study the impact of user density in deciding the SBSs’ on/off operations.

A. Problem Formulation for Uniformly Distributed Users

This subsection formulates the HetNet power minimization problem via the dynamic on/off operations of the

M SBSs in the case with uniformly distributed users. The problem objective is to minimize the overall power

consumption over the MBS and allM SBSs, which is given by (3). By substitutingλ0 = λ1 = · · · = λM into (8)

and (9),T (θ) andZ(θ) in the uniformly distributed user case are simplified as

T (θ) =

ΓN0W

(
exp

(
(2

b

W − 1)λ0π(R
2
0 −H(θ) ·R2

s)
)
− 1

)

−D ln(1− ε)
(10)

and

Z(θ) =

2π
α+2(R

α+2
0 + αrα+2

0

2 )− πR2
s ·

∑
{m|θm=1}

dαm

rα0 · π
(
R2

0 −H(θ) · R2
s

) . (11)

By substituting (10) and (11) into (7), we can obtainP t(θ) in the uniformly distributed user case. Then by

substitutingP t(θ) in this case into (3), it is easy to find the overall power consumption in the uniformly distributed

user case.
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By practically considering that the transmit powerP t(θ) of the MBS is constrained by a maximum allowable

transmit power level [4], which is denoted byP t
max, we formulate the HetNet power minimization problem as

(P1) : min
θ

PHet(θ) = P + uP t(θ) +Mp0 +H(θ)∆p,

s.t. T (θ) · Z(θ) ≤ P t
max,

θm ∈ {0, 1}, m ∈M,

whereT (θ) andZ(θ) are given in (10) and (11), respectively.

It is noticed that if the traffic load in the HetNet is unexpectedly heavy, such that even if all the SBSs are active

with θ = [1, ..., 1] to offload the traffic from the MBS, the MBS’s required transmit powerP t(θ) = T (θ) · Z(θ)

still exceedsP t
max, problem (P1) becomes infeasible. To avoid the trivial casewithout any feasible solution for the

SBSs’ operation modesθ in (P1) for the uniform user distribution case, we assume thetraffic load in the HetNet

always satisfiesT (θ) ·Z(θ)|θ=[1,...,1] ≤ P t
max. As will be shown later in Section IV, we also assume the system is

always feasible when solving the HetNet power minimizationproblem for the non-uniform user distribution case.

For the infeasible case with unexpectedly heavy traffic loadsuch thatT (θ) ·Z(θ)|θ=[1,...,1] > P t
max, one can apply

admission control to allow only a portion of the users that satisfy T (θ) · Z(θ)|θ=[1,...,1] ≤ P t
max to access the

HetNet. However, the detailed admission control is beyond the scope of this paper. A numerical example to show

the HetNet total power consumption performance under the infeasible case is given in Section V-B.

Due to the binary operation mode of each MBS, there are in total 2M combination possibilities need to be

searched to find the optimal solutionθ∗ = [θ∗1, · · · , θ∗M ] to problem (P1). To avoid such an exhaustive searching

method with exponentially increased computational complexity over M , we propose a more efficient method to

solve (P1) in the following subsection by gradually turningoff the SBSs according to their distances to the MBS.

B. Optimal Operation Modes of SBSs

This subsection studies the optimal solution to problem (P1). It is observed from (5) that the transmit power of

the MBS for each macro-cell user increases exponentially over the distance between them. Thus, with identical

traffic load on average for each small-cells in the case with uniformly distributed users, the distance between the

SBS and the MBS becomes an important criterion to decide which SBS should be turned off and let the MBS

serve the users located in this small-cell. As a result, in the following, we present a SBSs’ location-based policy

to solve (P1), which shows that the SBSs that are close to the MBS have a high priority to be turned off.

Proposition1: In the case with uniformly distributed users, under the optimal operation modeθ∗ = [θ∗1, · · · , θ∗M ]

to problem (P1), if SBSm ∈ M is turned off withθ∗m = 0, any other SBSn ∈ M that is closer to the MBS than
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SBSm, i.e., dn < dm, is also turned off withθ∗n = 0.

Proof: Please refer to Appendix B.

Remark2: Proposition 1 implies that since the MBS consumes less powerto serve the users that are located in

the close small-cells from (5), the SBS that is close to the MBS has a higher priority to be turned off as compared

to that far from the MBS, so as to save the HetNet total power consumption. We thus reorder the SBSs inM

according to their individual distances to the MBS, and obtain a new location-based setM′ = {1, ...,M}, in

which for any two SBSs with indexesm andn, respectively, we havedm ≤ dn if m < n. Clearly, by assuming

all SBSs are initially active, Proposition 1 implies that one can gradually turn off the SBSs according to the index

order in the location-based setM′.

It is also noted that turning off a SBSm can not only decrease the power consumption of the SBSm by

∆p = p1 − p0, but also increase the MBS’s power consumption, where the increased power consumption at the

MBS is given by

∆Pm = uP t([01×(m−1), θm,11×(M−m)])|θm=0 − uP t([01×(m−1), θm,11×(M−m)])|θm=1. (12)

By studying∆Pm overm, we obtain the following lemma.

Lemma1: By turning off the SBSs according to their index order in the location-based setM′, the increased

power consumption∆Pm at the MBS due to turning off SBSm increases overm ∈ M′.

Proof: Please refer to Appendix C.

As a result, according to Lemma 1, in the process of graduallydeactivating the SBSs, while the decreased

power consumption at each deactivated SBS is a constant∆p, the MBS’ power consumption increases each time

for tuning off a SBS gradually. As a result, to save the HetNettotal power consumption over all SBSs and the

MBS, the gradual deactivating process for the SBSs needs to stop at SBSm once there is no power saving benefit

at SBSm + 1 (i.e., ∆p − ∆Pm+1 ≤ 0). Besides, since the MBS’s transmit power cannot exceed themaximum

transmit powerP t
max, the gradual deactivating process for the SBS also needs to stop onceP t

max is reached. As a

result, based on Proposition 1 and Lemma 1, we obtain a location-based algorithm to decide the operation modes

of all the SBSs, which is given by Algorithm 1. In Algorithm 1,we define two integer thresholdsm1
th andm2

th as

m1
th =





0, if ∆P1 ≥ ∆p,

m, if ∆Pm < ∆p, ∆Pm+1 ≥ ∆p,

M, if ∆PM < ∆p

(13)
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Algorithm 1 Location-Based Operation Algorithm for SBSs in the Case with Uniformly Distributed Users
1: Reorder all the small-cells in a new setM′ asdm’s increase

2: L← πR2
a −MπR2

s

3: LR← 2π
α+2 (R

α+2
0 +

αr
α+2
0

2 )− πR2
s

M∑
m=1

dαm

4: Q1 = ΓN0W
−D ln(1−ε)

5: Q2 = 2
b
W − 1

6: P t ← Q1 · LR
rα0 ·L

· (eQ2·λ0·L − 1)

7: PHet ← P + uP t +Mp1

8: for m = 1 : M do

9: L← L+ πR2
s

10: LR← LR+ πR2
sd

α
m

11: P t′ ← Q1 · LR
rα0 ·L

· (eQ2·λ0·L − 1)

12: ∆Pm in (12)← u · P t′ − u · P t

13: if P t′ > P t
max (i.e., m− 1 = m2

th in (14)) or ∆Pm ≥ ∆p (i.e., m− 1 = m1
th in (13)) then

14: RETURNPHet, BREAK

15: end if

16: PHet ← PHet +∆Pm −∆p

17: P t ← P t′

18: end for

19: RETURNPHet

and

m2
th =





0, if P t([θ1 = 0,11×(M−1)]) > P t
max,

m, if P t([01×(m−1), θm = 0,11×(M−m)]) ≤ P t
max, P t([01×m, θm+1 = 0,11×(M−m−1)]) > P t

max,

M, if P t([01×M ]) ≤ P t
max,

(14)

respectively.

Theorem2: Algorithm 1 gives the SBSs’ optimal operation modeθ for problem (P1). In Algorithm 1, all the

SBSs are initially set as active and reordered based on theirindividual distances to the MBS from the shortest

to the largest inM′, and then are gradually turned off based on their index orderin M′ until reaching SBS

mth = min
(
m1

th,m
2
th

)
, with m1

th andm2
th given by (13) and (14), respectively.

Proof: Please refer to Appendix D.

It is easy to find that given the location-based setM′, the computational complexity of Algorithm 1 increases

linearly overmth. It is also observed from (14) that in Algorithm 1, the operation thresholdm2
th is increasing

over P t
max, since more users can be supported by the MBS with an increased P t

max. However, it is not easy to

obtain the varying trend of the thresholdm1
th from (13). In the following subsection, by focusing on the impact

of macro-cell user density, we study the thresholdm1
th in detail.
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C. Impact of User Density in Small-Cell Operation

In this subsection, to focus on studying the thresholdm1
th, we assume there is no transmit power constraint at

the MBS, i.e.,P t
max = ∞. In this case, from (14), it is easy to find thatmth = min

(
m1

th,m
2
th

)
= m1

th. In the

following, by defining the following function

f(x) =
uΓN0W

−D ln(1− ε)rα0
·
exp

((
2

b

W − 1
)
x
)
− 1

x
, (15)

we derive two thresholds for the macro-user densityλ0, which can decide the value ofm1
th in (13) and thus the

SBSs’ operation modes.

Proposition2: Under the setup of uniformly distributed users and assumingP t
max = ∞, there always exists a

user-density thresholdλoff
th

, which is the unique solution to

2λoff
th

π

α+ 2
(Rα+2

0 +
αrα+2

0

2
)·
(
f
(
λoff
th

πR2
0

)
−f
(
λoff
th

π(R2
0−R2

s)
))

+λoff
th

πR2
sd

α
M ·f

(
λoff
th

π(R2
0−R2

s)
)
= ∆p, (16)

such that

• If λ0 < λoff
th

, all the SBSs are turned off (i.e.,m1
th = M );

• Otherwise, there is at least one SBS should be turned on (i.e., m1
th < M ).

Proof: Please refer to Appendix E.

Corollary 1: The user-density thresholdλoff
th

decreases with the noise power densityN0, the path-loss exponent

α, and the required data rateb, and increases with the maximum allowable outage probability ε and the macro-cell

operation spectrum bandwidthW .

Proof: Please refer to Appendix F.

Remark3: Intuitively, as the noise power densityN0 and the path-loss exponentα increase, the transmit power

of the MBS increases to compensate the signal loss and it is more power-saving to use SBSs with a smallerλoff
th

.

The same result holds when the user rate requirementb increases and the maximum allowable outage probability

ε decreases. AsW increases, the MBS can use less power to meet the same QoS and thusλoff
th

increases.

The following proposition gives the other macro-cell user density threshold.

Proposition3: Under the setup of uniformly distributed users and assumingP t
max = ∞, there always exists a

user-density thresholdλon
th

, which is the unique solution to
(
2λon

th
π

α+ 2
(Rα+2

0 +
αrα+2

0

2
)− λon

th
πR2

s ·
M∑

m=2

dαm

)
·
(
f
(
λon
th
π(R2

0 − (M − 1) · R2
s)
)
− f

(
λon
th
π(R2

0 −M ·R2
s)
))

+ f
(
λon
th
π(R2

0 −M · R2
s)
)
· λon

th
πR2

sd
α
1 = ∆p, (17)

such that
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• If λ0 > λon
th

, all the small-cells should be turned on (i.e.,m1
th = 0);

• Otherwise, there is at least one small-cell which should be turned off (i.e.,m1
th > 0).

The proof of Proposition 3 is similar to that to Proposition 2, and thus is omitted here for brevity. In addition,

asN0 andα increase, the transmit power of the MBS increases and it is more desirable to use small-cells with a

smallerλon
th

. The same result holds whenb increases andε decreases. AsW increases, the MBS’s transmit power

decreases andλon
th

increases. The relationships betweenλon
th

and its related parameters are the same as those of the

thresholdλoff
th

in Corollary 1, which can be easily proved by using the similar method as in Appendix F.

IV. SMALL -CELL DYNAMIC OPERATION FORNON-UNIFORMLY DISTRIBUTED USERS

In this section, we study the more general case where the userdensities in the HetNet can be different. That is,

we allowλm 6= λn, if m 6= n. As compared to the uniform user distribution case in Section III, the HetNet power

minimization problem becomes more complicated in this case. We need to take into account not only the SBSs’

different locations but also the different user densities in their coverage areas. In the following, we first formulate

the HetNet power minimization problem for the case with non-uniformly distributed users, and then present an

efficient method to solve this problem sub-optimally in general.

A. Problem Formulation for Non-Uniformly Distributed Users

Similar to the case with uniformly distributed users, by deciding the SBSs’ optimal operation modeθ, we

formulate the HetNet power minimization problem under the case with non-uniformly distributed users as follows:

First, the objective is to minimize the HetNet total power consumption, which is obtained by substituting the MBS’s

transmit powerP t(θ) = T (θ) ·Z(θ), given in Theorem 1, into (3). Second, the problem constraint is given by the

MBS’s transmit power constraint, i.e.,P t(θ) = T (θ) · Z(θ) ≤ P t
max. We refer to this problem as problem (P2).

The form of Problem (P2) is similar to that of problem (P1) in Section III, and thus is omitted here for brevity.

Similar to (P1), we assumeP t(θ) = T (θ) · Z(θ) ≤ P t
max always holds for (P2) to consider a feasible problem.

It is noted that although appearing similarly, problem (P2)is different from (P1), sinceT (θ) andZ(θ) in (P2)

are given by (8) and (9), respectively. Moreover, in the casewith non-uniformly distributed users, besides the

SBSs’ different distances to the MBS, the user densities in different SBSs’ coverage areas are also different in

general. Thus, as compared to (P1), it is more difficult to solve (P2) optimally. For example, Proposition 1 for the

case with uniformly distributed users does not hold any morefor the case with non-uniformly distributed users. In

the following, we first show that problem (P2) is NP-hard in general. Then, we solve (P2) by jointly considering

the impact of SBSs’ different distances to the MBS as well as the different user densities in their coverage areas.
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B. Computation Complexity of Problem (P2)

This subsection discusses the computational complexity for solving (P2). In the following, for the ease of

analysis, we first rewrite (P2) without loss of optimality. Then we show that (P2) is an NP-hard problem.

We divide the MBS’s traffic load into two parts: the first part is the traffic load inA0, given byL = λ0πR
2
0 −

λ0MπR2
s , and the second part is the traffic load in all the sleeping SBSs’ coverage areas, which is given by

L =
∑

{m|θm=0}

λmπR2
s. (18)

Clearly,L is a constant andL depends on the SBSs’ operation modesθ. First, from (3) and Theorem 1, it is easy

to verify that the total HetNet power consumption by assuming all SBSs are active is given by

P̂ (L) =
uΓN0W

−D ln(1− ε)rα0
· e

(2
b
W −1)(L+L) − 1

L+ L

( 2πλ0

α+ 2
(Rα+2

0 +
αrα+2

0

2
)− λ0

M∑

m=1

πR2
sd

α
m

)
. (19)

Then, if SBSm ∈ M is turned off, the SBSs’ total power consumption is decreased by ∆p, and the MBS’s

power consumption increases to serve all the users in the SBSm’s coverage area. Denote the saved total power

consumption in the HetNet by turning off SBSm as∆m(L), which is given as

∆m(L) = ∆p− uΓN0W

−D ln(1− ε)rα0
· e

(2
b
W −1)(L+L) − 1

L+ L
λmπR2

sd
α
m, m ∈ M. (20)

From (3), the termsP andMp0 in problem (P2)’s objectivePHet(θ) are constants, andM∆p is also a constant.

As a result, it is easy to find that minimizingPHet(θ) in problem (P2) is equivalent to minimizing

PHet(θ)− (P +Mp0 +M∆p) = P̂ (L)−
∑

{m|θm=0}

∆m(L). (21)

Therefore, (P2) can be rewritten as

(P2-E): min
θ

P̂ (L)−
∑

{m|θm=0}

∆m(L),

s.t. T (θ) · Z(θ) ≤ P t
max,

θm ∈ {0, 1}, m ∈ M.

We now show that (P2-E) and thus (P2) are both NP-hard. Specifically, we consider a special case of (P2-E) by

fixing L = L0, with a givenL0 > 0. In this case, problem (P2-E) becomes the following problem

(P2’) : min
θ

P̂ (L0)−
∑

{m|θm=0}

∆m(L0),

s.t.
∑

{m|θm=0}

λmπR2
s = L0,

T (θ) · Z(θ) ≤ P t
max,

θm ∈ {0, 1}, m ∈ M
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which is an NP-hard Knapsack problem with bag volumeL0 and object weights∆m(L0)’s [33]. As a result, since

(P2-E) is a general case of (P2’) withoutL = L0, it is easy to verify that since (P2’) is an NP-hard problem,

(P2-E) and thus (P2) are also NP-hard problems.

Due to the high complexity to find the optimal solution to (P2), in the following subsections, we first look at

some special cases of problem (P2), and then extend the results obtained under the special cases to the general

case.

C. Dynamic Operations of SBSs under Special Cases

This subsection studies some special cases for problem (P2). In particular, if the traffic load in a small-cell is

heavy, it is expected that this SBS is active to serve the densely deployed users, regardless of other SBSs’ operation

modes. Similarly, if a small-cell covers only few users, it is expected that this SBS is inactive to save power. Based

on such an observation, we obtain the following proposition.

Proposition4: Two small-cell user density regimes are given in the following to decide the optimal operation

modes of the SBSs for the case with non-uniformly distributed users.

• Low user density regime:If the small-cell user densityλm in Am is low with λm < λoff
th

(m), where the

thresholdλoff
th

(m) is given by
(

2πλ0

α+ 2
(Rα+2

0 +
αrα+2

0

2
)− λ0

M∑

n=1

πR2
sd

α
n +

M∑

n=1,n6=m

λnπR
2
sd

α
n+λoff

th
(m)πR2

sd
α
m

)
·
(
f
(
L+

M∑

n=1,n6=m

λnπR
2
s

+ λoff
th

(m)πR2
s

)
− f

(
L+

M∑

n=1,n6=m

λnπR
2
s

))
+ f

(
L+

M∑

n=1,n6=m

λnπR
2
s

)
· λoff

th
(m)πR2

sd
α
m = ∆p, (22)

then it is optimal to turn off SBSm for problem (P2).

• High user density regime:If the small-cell user densityλm in Am is high with λm > λon
th
(m), where the

thresholdλon
th
(m) is given by

(
2πλ0

α+ 2
(Rα+2

0 +
αrα+2

0

2
)− λ0

M∑

m=1

πR2
sd

α
m

)(
f
(
L+ λon

th
(m)πR2

s

)
− f

(
L
))

+ f
(
L+ λon

th
(m)πR2

s

)

λon
th
(m)πR2

sd
α
m = ∆p, (23)

then it is optimal to turn on SBSm.

Proof: Please refer to Appendix G.

By using a similar method as in Appendix F, it is also easy to verify that bothλoff
th

(m) andλon
th
(m),m ∈ M

decrease with the noise power densityN0, the path loss exponentα, and the minimum data rateb, and increase

with the outage probabilityε and macro-cell spectrum bandwidthW .

Furthermore, it is easy to find that if the small-cell user density λm in Am is extremely low withλm <

λoff
th

,∀m ∈ M, whereλoff
th

is obtained by settingm = arg max
n∈M

dn, λoff
th

(m) = λoff
th

, andλn = λoff
th

, ∀n ∈ M,
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n 6= m in (22), it is optimal to turn off all the SBSs. In this case, all λm’s, ∀m ∈ M, are within the low user

density regime in Proposition 4. On the other hand, if the small-cell user densityλm in Am is extremely high with

λm > λ
on

th
,∀m ∈ M, whereλ

on

th
is obtained by settingm = arg min

n∈M
dn, andλon

th
(m) = λ

on

th
in (23), it is optimal

to turn on all the SBSs. In this case, allλm’s, ∀m ∈ M, are within the high user density regime in Proposition 4.

D. Dynamic Operations of SBSs for General Case

In this subsection, we extend the location-based operationalgorithm proposed for the case with uniformly

distributed users for problem (P1) to the case with non-uniformly distributed case and solve problem (P2). In

particular, by noticing that in the case with non-uniformlydistributed users, the user densityλm in each small-cell

as well as the distancedm between the SBSm and the MBS are both in general different for different small-

cells, and thus are essential for determining the SBSs’ operation modes, we propose a location-and-density-based

operation algorithm, as given by Algorithm 2, to solve (P2).

Specifically, to solve problem (P2) in the general case, similar to Algorithm 1 proposed for solving (P1), by

assume all SBSs are initially active, we select some SBSs andgradually turn off them. However, unlike the uniform

user distribution case in Section III, it is difficult to find aproper order for all the SBSs so as to turn off the SBSs

by the distance order to the MBS in the non-uniform user distribution case, since such a SBS order depends on

the traffic loadL in the inactive SBSs to be selected, given in (18). It is also noted thatL is determined by the

SBSs’ operation modesθ. As a result, from (18), we can find that depending on the SBSs’operations modes,L

can be any value in the range that is given by

[
0,

M∑
m=1

λmπR2
s

]
. We refer to such a range as thefeasible range of

L in the following. For any givenL in its feasible range, defineQm(L) = ∆m(L)
λmπR2

s

as thepower-saving efficiency

if SBS m ∈ M is turned off, which gives the saved power consumption by turning off SBSm per unit load. To

save the HetNet total power consumption, it is preferred to turn off SBSs with largeQm(L).

Our solution approach in Algorithm 2 for problem (P2) is now given as follows: i) Given anyL, we find all the

power-saving efficienciesQm(L),m ∈ M and reorder SBSs as theirQm(L)’s decrease. We name such a SBS order

as the “power-saving list”; ii) Since the “power-saving list” changes withL, we search overL ∈
[
0,

M∑
m=1

λmπR2
s

]
to

find all the “power-saving lists”. For every “power-saving list”, we also find its feasible range ofL; iii) According

to every “power-saving list”, starting with all small-cells active, we gradually deactivate small-cells. In every

deactivation step, we check the traffic handovered to the macro-cell. If it is within the above mentioned feasible

range ofL, we record the SBSs’ operation modes in this deactivation step as a “candidate solution”. Our scheme

is to choose the best solution among all the “candidate solutions”.

The key of the above method is to find all the “power saving lists” and the corresponding feasible ranges
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Algorithm 2 Location-and-Density-Based Operation Algorithm for the Case with Non-Uniformly Distributed Users
1: θ

∗
0 ← empty set,θ∗

1 ← empty set

2: for m ∈ M do

3: if λm > λon
th
(m) given in (23)then

4: θm ← 1, θ∗
1 ← θ

∗
1 ∪ {θm}, Ejectm fromM

5: if λm < λoff
th

(m) given in (22)then

6: θm ← 0, θ∗
0 ← θ

∗
0 ∪ {θm}, Ejectm fromM

7: end if

8: end if

9: end for

10: updateM , π ← empty set

11: for all 1 ≤ m < n ≤M do

12: if Lm=n is feasiblethen

13: π ← π ∪ {Lm=n}
14: end if

15: end for

16: π ← π ∪ {0,
M∑

m=1
λmπR2

s}
17: N ← |π|
18: Reorderπ in ascending order

19: Reorder small-cells asQm(0)’s decrease

20: θa = [1, 1, · · · , 1]
21: for n = 2 : N do

22: for all l ∈ [1, · · · ,M ] s.t. π(n− 1) ≤
l∑

m=1
λmπR2

s ≤ π(n) do

23: θt = [01×(l−1), θl = 0,11×(M−l)]

24: if PHet([θ∗
0 , θt, θ

∗
1 ]) < PHet([θ∗

0 , θa, θ
∗
1 ]) andP t([θ∗

0 , θt, θ
∗
1 ]) ≤ P t

max then

25: θa ← θt

26: end if

27: end for

28: Perform the switching corresponding toπ(n)

29: end for

30: RETURN [θ∗
0 , θa, θ

∗
1 ]

of L, which can be obtained by using an efficient method as shown below. Given any two SBSsm and n,

the relationship betweenQm(L) and Qn(L) can be either of the following two cases. One is thatQm(L) (or

Qn(L)) is always larger thanQn(L) (or Qm(L)) over the whole range ofL ∈
[
0,

M∑
m=1

λmπR2
s

]
; the other is that

Qm(L) > Qn(L) (or Qn(L) > Qm(L)) becomesQn(L) > Qm(L) (or Qm(L) > Qn(L)) after some “switching

point” at L ∈
[
0,

M∑
m=1

λmπR2
s

]
, which is denoted asLm=n. For the latter case, the “switching point”Lm=n of

any pair of SBSsm andn is the unique solution toQm(Lm=n) = Qn(Lm=n) with Lm=n ∈
[
0,

M∑
m=1

λmπR2
s

]
.

As a result, for any two SBSsm andn, we can first find the “switching point”Lm=n, and after finding all the

“switching points” for every two SBSs, we reorder these “switching points” according to their values in ascending
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order. It can be easily verified that there exists at most one “switching point” for any two SBSs; thus, the number

of “switching points” isO(M2). Next, we reorder the SBSs according toQm(0)’s decreasing order to obtain the

initial “power-saving list”. Starting from the minimum “switching point”, for every “switching point”Lm=n, we

switch the orders of small-cellsm, n to obtain a new “power-saving list”. The number of “power-saving lists”

is alsoO(M2). It is easy to find that according to each “power-saving list”, the computation order of the above

mentioned searching process isO(M). The computation order of Algorithm 2 is thusO(M3).

V. SIMULATION RESULTS

This section presents the simulation results to study the performance of the proposed HetNet power saving

scheme. We focus on the general case with non-uniformly distributed users and investigate Algorithm 2. We also

observe similar performance for Algorithm 1 for the specialcase with uniformly distributed users, which is thus

omitted here for brevity. For the MBS’s total power consumption, which is given in (1), we setP = 712W,

u = 14.5, andP t
max = 40W [4]. For the small-cells, we let the user densitiesλm’s, ∀m ∈ M, are uniformly and

independently distributed within the range[50λ0 −
√
3σ2, 50λ0 +

√
3σ2], whereσ2 is the user-density variation.

We also follow [29] to consider a practically large range forλ0. Other simulation parameters are set as follows:

the capacity lossΓ = 1, the fixed path lossD = −35dB, the reference distancer0 = 1m, the path-loss component

α = 2.5, the bandwidthW = 10 MHz, the required rateb = 0.1Mbits/sec, the maximum allowable outage

probability ε = 0.05, and the noise powerN0 = −174dBm/Hz. In the following, we first show the near-optimal

performance of the proposed Algorithm 2. Then we compare ourproposed HetNet power saving scheme with two

benchmark schemes, where one is without SBS on/off adaptation, and the other is probability-based SBS on/off

adaptation. At last, we show the individual power consumption of the MBS and all the SBSs, to further understand

the HetNet power saving problem.

A. Near-Optimal Performance of Algorithm 2

In this subsection, we compare the performance of Algorithm2 with that of the optimal solution to problem (P2),

which is obtained by exhaustive search. It is easy to verify that the computational complexity of the exhaustive

search isO(2M ). Due to such an exponentially increased computational complexity overM , we only consider a

scenario withM = 20. As shown in Table II, we calculate the ratio of the HetNet’s total power consumption that

is obtained by the optimal exhaustive search over that obtained by Algorithm 2, i.e.,P
Het−opt

PHet−Alg2 . It is observed that

the performance of the proposed Algorithm 2 achieves less than 1% performance loss as compared to the optimal

one over all macro-cell user densityλ0 in Table II.
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TABLE II

PERFORMANCECOMPARISON OFALGORITHM 2 WITH THE OPTIMAL SOLUTION TO PROBLEM (P2)

λ0 (×10−3)/m2 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6

P
Het−opt

PHet−Alg2 0.9996 0.9986 0.9978 0.9973 0.9978 0.9982 0.9988 0.9995

B. Comparison with Benchmark Schemes

In this subsection, to further show the performance of the proposed HetNet power saving scheme, we compare

Algorithm 2 with the following two benchmark schemes. One iswithout on/off operation adaptation for all SBSs,

and keep all SBSs always active. The other is to independently keep all SBSs active based on a probabilityPactive.

We setPactive = 0.7 in the simulation. For all three schemes, we consider a case with dense small-cell deployment

with M = 144. In Fig. 2, we show the total HetNet power consumption acrossall SBSs and the MBS, given in

(3), for all three schemes over a large range of macro-cell user densityλ0. For each of the three schemes, the

MBS adopts the same power allocation method as that discussed in Section II-C to assure the macro-cell users’

QoS. As has been discussed in Section III-A, ifλ0 is too large, such that the MBS’s maximum transmit power

P t
max cannot satisfy all macro-cell users’ QoS, the system becomes infeasible. In this case, for all three schemes,

we apply admission control to randomly reject a portion of users from accessing the HetNet such that the MBS’s

maximum transmit power is just sufficient to assure the QoS ofall the remaining users that are allowed to access

the HetNet. We denote the macro-cell user density that makesthe resulted MBS transmit power equal toP t
max

for our proposed scheme, the scheme without SBS on/off, and the scheme with probability-based SBS on/off as

λAlg2
0 , λOn

0 , andλProb
0 , respectively.

It is first observed from Fig. 2 that the HetNet total power consumption of all three schemes are non-decreasing

overλ0 as expected. It is also observed that our proposed scheme always consumes much less power than the other

two benchmark schemes whenλ0 is not large, and gradually approaches to the scheme withoutSBS on/off asλ0

increases, where increasingly more active SBSs are needed under our proposed scheme to support the increased

users. When all SBSs under our proposed scheme become active, our proposed scheme becomes the scheme without

SBS on/off, and thus consumes the same power consumption. Moreover, whenλ0 > λAlg2
0 = λOn

0 , the system

becomes infeasible for both proposed scheme and the scheme without SBS on/off. In this case, since the MBS keeps

using the maximum transmit powerP t
max and the SBSs are always active, the HetNet total power consumption

under both schemes becomes a constant, which is given byP +uP t
max +144p0 +144× (p1− p0) = 2732W from

(3). Similarly, whenλ0 > λProb
0 , the system also becomes infeasible under the probability-based scheme, where

the HetNet total power consumption is given byP + uP t
max + 144p0 + 144 × Pactive × (p1 − p0) = 2429.6W,
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Fig. 2. Comparison with the benchmark schemes.

which is smaller than that under the proposed scheme since only 100Pactive% of SBSs are active. Furthermore,

sinceλAlg2
0 > λProb

0 , our proposed scheme can properly support more users than the probability-based scheme.

C. Power Consumption of MBS and All SBSs

In this subsection, we show the total power consumption of the MBS as well as that of all the SBSs by applying

Algorithm 2. The simulation parameters are set as the same asthose in Fig. 2. As shown in Fig. 3, it is first observed

that whenλ0 is small, since all the users in the HetNet can be properly supported by the MBS, the SBSs just remain

inactive with a constant power consumption given by144 × p0 = 432W, while the MBS’s power consumption

increases overλ0. As λ0 increases, the SBSs begin to be turned on and thus their totalpower consumption begins

to increase overλ0. It is interesting to observe from Fig. 3 that whenλ0 is between[0.4, 1.2] × 10−3, the MBS’s

power consumption becomes decreasing overλ0, due to the efficient traffic offloading from the SBSs that decreases

the MBS’s power consumption. However, whenλ0 is sufficiently large withλ0 > 1.2× 10−3, such that the SBSs’

power consumption for offloading MBS’s traffic load can causethe overall HetNet power to increase, we observe

that the MBS needs to increase its transmit power again to properly support the users for saving the total power

consumption in the HetNet. At last, similar to that in Fig. 2,when the traffic load in the HetNet is unexpectedly

heavy, all the SBSs becomes active and the MBS transmits withits maximum power. In this case, we observe that

the total power consumption of the MBS is a constant, given byP + uP t
max = 1292W, and that of all the SBSs

is also a constant, given by144 × p1 = 1440W.
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Fig. 3. Total power consumption of the MBS and the SBSs.

VI. CONCLUSION

In this paper, by dynamically changing SBSs’ operation modes, we studied the HetNet power minimization

problem for both cases with uniformly and non-uniformly distributed users. For the case with uniformly distributed

users, the SBS’s location-based operation algorithm was proposed and the optimal operation mode can be found by

gradually deactivating SBSs according to their individualdistances to the MBS. For the case with non-uniformly

distributed users, both SBSs’ different locations and small-cell user density were considered for their optimal

operation mode decision. We showed that the optimal operation in this case is NP-hard and then proposed a near-

optimal algorithm with polynomial complexity. In the future work, we will extend the current single-macro-cell

scenario to the general multi-macro-cell scenario by further taking the interference from neighboring macro-cells

into account.

APPENDIX A

PROOF OFTHEOREM 1

We first derive the inner expectation ofErk
[
P t
k(rk,K)

]
of (6), for a givenK. Let 1{k∈An}, ∀n ∈ {0} ∪M,

denote whether the macro-cell userk is located in the areaAn, where1{Y } = 1 if the eventY is true, and1{Y } = 0

otherwise. Since each userk is independently distributed in the HetNet and uniformly distributed within eachAn,

it is easy to verify thatP
(
1{k∈An} = 1

)
= λn‖An‖∑

M

i=0 λi‖Ai‖
. Moreover, given that userk is located inAn, we can easily

obtain Erk

[
P t
k(rk,K)

∣∣∣∣1{k∈An} = 1

]
=
∫
An

1
‖An‖

P t
k(r,K)dS since the user is uniformly distributed inAn. As a

result, by considering all the possible events with userk locating inAn, n = 0,or n ∈ M, θn = 0, we can write
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the inner expectationErk
[
P t
k(rk,K)

]
of (6) as

Erk

[
P t
k(rk,K)

]
=

∑

n=0,orn∈M,θn=0

P

(
1{k∈An} = 1

)
Erk

[
P t
k(rk,K)

∣∣∣∣1{k∈An} = 1

]

=
∑

n=0,orn∈M,θn=0

λn‖An‖
λ0‖A0‖+

∑
{m|θm=0} λm‖Am‖

∫

An

1

‖An‖
P t
k(r,K)dS

=
1

λ0||A0||+
∑

{m|θm=0}

λm||Am||
·


λ0

∫

A0

P t
k(rk,K)dS +

∑

{m|θm=0}

λm

∫

Am

P t
k(rk,K)dS


 . (24)

Next, by calculating the outer expectation in (6), we deriveP t(θ). Let

g(r) =





rα

rα0
, if r ≥ r0,

1, otherwise,

By substituting (5) and (24) into (6) and noting thatK follows Poisson distribution with meanµ = λ0‖A0‖ +
∑

{m|θm=0} λm‖Am‖, it is easy to verify thatP t(θ) = Z(θ) · T (θ) with

T (θ) =
ΓN0W

− ln(1− ε)D

(
exp

(
(2

b

W − 1)(λ0πR
2
0 − λ0MπR2

s +
∑

{m|θm=0}

λmπR2
s)
)
− 1

)
,

Z(θ) =

2πλ0

(α+2)rα0
(Rα+2

0 + αrα+2
0

2 )− ∑
{m|θm=0}

λ0

∫
Am

g(r)dS +
∑

{m|θm=0}

λm

∫
Am

g(r)dS

λ0πR
2
0 − λ0MπR2

s +
∑

{m|θm=0}

λmπR2
s

(a)
=

2πλ0

α+2 (R
α+2
0 + αrα+2

0

2 )− λ0

M∑
m=1

πR2
sd

α
m +

∑
{m|θm=0}

λmπR2
sd

α
m

rα0 (λ0πR
2
0 − λ0MπR2

s +
∑

{m|θm=0}

λmπR2
s)

, (25)

where the equality(a) follows due to the fact that the macro-cell’s radiusR0 is much larger than the small-cells’

Rs and the reference distancer0 in practical systems. Theorem 1 thus follows.

APPENDIX B

PROOF OFPROPOSITION1

We prove this proposition by the method of reduction to absurdity. We assume that in the optimal operation

modeθ∗ = [θ∗1, · · · , θ∗M ], a SBSm ∈ M is turned off (θ∗m = 0) and a SBSn ∈ M is turned on, withdn < dm.

We now construct a new solution aŝθ∗ = [θ̂∗1 = θ∗1, · · · , θ̂∗n = 0, · · · , θ̂∗m = 1, · · · , θ̂∗M = θ∗M ]. It can be easily

verified thatT (θ̂∗) = T (θ∗) andZ(θ̂∗) < Z(θ∗), thenPHet(θ̂∗) < PHet(θ∗), which conflicts with the optimality

of θ∗. Proposition 1 thus follows.
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APPENDIX C

PROOF OFLEMMA 1

We first rewrite the MBS’s transmit power asP t(θ) = P t([01×(m−1), θm = 0,11×(M−m)]) = h1(m)h2(m),

where

h1(m) =
ΓN0W

−D ln(1− ε)rα0
·
exp

(
(2

b

W − 1)λ0π(R
2
0 −MR2

s +mR2
s)
)
− 1

π(R2
0 −MR2

s +mR2
s)

and

h2(m) =
2π

α+ 2
(Rα+2

0 +
αrα+2

0

2
)− πR2

s ·
M∑

n=m+1

dαn.

Next, to prove this lemma, we verify the following two facts:

• Fact #1:h1(m)− h1(m− 1) > h1(m− 1)− h1(m− 2) > 0;

• Fact #2:h2(m)− h2(m− 1) ≥ h2(m− 1)− h2(m− 2) > 0.

To prove Fact #1, we suppose thath1(m) is a continuous function ofm. It can be verified that both of its first-

order and second-order derivatives are positive whenm ≥ 0. Then, the functionh1(m) is an increasing convex

function and thus we can easily obtain Fact #1. To prove Fact #2, it can be calculated thath2(m)− h2(m− 1) =

πR2
sd

α
m andh2(m− 1)− h2(m− 2) = πR2

sd
α
m−1. Noting thatdm ≥ dm−1, we can thus obtain Fact #2.

Now, we prove Lemma 1. From Fact #2 we can obtain that

h1(m)
(
h2(m)− h2(m− 1)

)
> h1(m− 1)

(
h2(m− 1)− h2(m− 2)

)
⇔

h1(m)h2(m)− h1(m− 1)h2(m− 1) > h1(m)h2(m− 1)− h1(m− 1)h2(m− 2). (26)

Similarly, from Fact #1 we can have

h2(m− 1)h1(m)− h2(m− 2)h1(m− 1) > h2(m− 1)h1(m− 1)− h2(m− 2)h1(m− 2). (27)

Combining (26), and (27) , we can obtain that

P t([01×(m−1), θm = 0,11×(M−m)])− P t([01×(m−2), θm−1 = 0,11×(M−m+1)]) >

P t([01×(m−2), θm−1 = 0,11×(M−m+1)])− P t([01×(m−3), θm−2 = 0,11×(M−m+2)]),

i.e., ∆Pm > ∆Pm−1. Lemma 1 thus follows.

APPENDIX D

PROOF OFTHEOREM 2

We consider two cases as follows: 1) Case 1:m1
th ≤ m2

th, and 2) Case 2:m1
th > m2

th. We first look at Case

1. According to Proposition 1, starting with all SBSs being active, it is optimal to turn off closer SBSs according



26

to their individual distances to the MBS. Suppose this deactivation process stops at SBSmth with mth < m1
th.

Next, if we continue to turn off SBSmth + 1, according to (12) and Lemma 1, the saved HetNet power is

∆p−∆Pmth+1 ≥ ∆p−∆Pm1
th

> 0, which contradicts with optimal stopping atmth. With the same method, it is

easy to verify that stopping at anymth > m1
th cannot be optimal. Thus, it is optimal to choosemth = m1

th. Note

that the transmit power of the MBS is always no larger thanP t
max thanks tom1

th ≤ m2
th.

We now consider Case 2. According to (14), to let the transmitpower constraint hold, the optimal stopping

SBS’s indexmth is no greater thanm2
th. If mth < m2

th, continuing to turn off small-cellmth + 1 helps save the

HetNet’s power by∆p − ∆Pmth+1 ≥ ∆p − ∆Pm2
th

> ∆p − ∆Pm1
th

> 0. Thus, the only optimalmth is equal

to m2
th. As a result, based on the above two cases, it is optimal to deactivate closer small-cells until reaching

small-cellmth = min(m1
th,m

2
th). Theorem 2 thus follows.

APPENDIX E

PROOF OFPROPOSITION2

First, we prove the existence and uniqueness ofλoff
th

. Denote the left-hand side of (16) ash3(λoffth
). It is easy

to verify thath3(λoffth
) is an increasing function overλoff

th
≥ 0. Since lim

λoff

th
→+∞

h3(λ
off

th
) → +∞ andh3(0) = 0,

λoff
th

exists and it is unique. The solutionλoff
th

can thus be obtained through bisection search.

Now, based on the uniqueλoff
th

, we prove Proposition 2. For the case withλ0 < λoff
th

, we have

PHet([01×M ])− PHet([01×(m−1), θm = 0,11×(M−m)])

(a)
=

2λ0π

α+ 2
(Rα+2

0 +
αrα+2

0

2
) ·
(
f
(
λ0πR

2
0

)
− f

(
λ0π(R

2
0 −MR2

s +mR2
s)
))

+ f
(
λ0π(R

2
0 −MR2

s +mR2
s)
)
·

λ0πR
2
s

M∑

n=m+1

dαn − (M −m)∆p

(b)

≤(M −m)
2λ0π

α+ 2
(Rα+2

0 +
αrα+2

0

2
) ·
(
f
(
λ0πR

2
0

)
− f

(
λ0π(R

2
0 −R2

s)
))

+ (M −m)f
(
λ0π(R

2
0 −R2

s)
)
·

λ0πR
2
sd

α
M − (M −m)∆p < 0 (28)

where(a) follows sincef(x) in (15) is increasing overx ∈ (0,+∞), and(b) follows by noticingλ0 < λoff
th

, the

increasing ofh3(λ0) overλ0, and (16). Thus, we havePHet([01×M ])−PHet([01×(m−1), θm = 0,11×(M−m)]) < 0

for any λ0 < λoff
th

and 0 ≤ m < M . For the case withλ0 > λoff
th

. Sinceh3(λ0) is increasing overλ0, from

(16), we can obtain that ifλ0 > λoff
th

, PHet([01×M ]) > PHet([01×(M−1), 1]). This shows that it is not the optimal

solution to close all the SBSs. As a result, at least one SBS should be active. Proposition 2 thus follows.
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APPENDIX F

PROOF OFCOROLLARY 1

We denote the left-hand side of (16) ash3(N0, α, b, ε,W, λoff
th

), which is a function ofN0, α, b, ε, W , λoff
th

.

We use this function to establish the relationships ofλoff
th

with N0, α, b, ε, and W . It can be shown that

h3(N0, α, b, ε,W, λoff
th

) increases withλoff
th

. It is easy to verify that ifh3(N0, α, b, ε,W, λoff
th

) also increases over

a parameter amongN0, α, b, ε, andW , λoff
th

decreases with this parameter; otherwise, the opposite is true. For

example, it can be easily shown thath3(N0, α, b, ε,W, λoff
th

) increases asb, N0 increase andε decreases. Thus,

λoff
th

decreases withb andN0, and increases withε.

We now study howλoff
th

varies overα andW . The partial derivative ofh3(N0, α, b, ε,W, λoff
th

) with α can be

easily shown to be positive, using the fact that the macro-cell’s radius R0 and the distance from the MBS to its

most far-away small-celldM is typically much larger than the reference distancer0. Thus,h3(N0, α, b, ε,W, λoff
th

)

increases withα, thenλoff
th

decreases with it. To calculate the partial derivative withW , we fix other variables

and rewriteh3(N0, α, b, ε,W, λoff
th

) as

h3(N0, α, b, ε,W, λoff
th

) = A1 · h4(W ) +A2 · h5(W ), (29)

whereh4(W ) = W ·
(

e(2
b
W −1)L1−1

L1
− e(2

b
W −1)L2−1

L2

)
and h5(W ) = W e(2

b
W −1)L2−1

L2
are functions ofW , A1 =

uΓN0λ
1
th

− ln(1−ε)Drα0

2π
α+2(R

α+2
0 + αrα+2

0

2 ), A2 =
uΓN0λ

1
th

− ln(1−ε)Drα0
πR2

sd
α
M , L1 = λ1

thπR
2
0, andL2 = λ1

thπ(R
2
0−R2

s) are constants.

In the following, we prove that the first-order derivatives of h4(W ) andh5(W ) are both negative whenW > 0.

The first-order derivative ofh5(W ) is h′5(W ) = eL2(2x−1)(1−2xxL2 ln 2)−1
L2

wherex = b
W

> 0. We further calculate

the second-order derivative ofh5(W ) as h′′5(x) = eL2(2x−1)2xxL2(ln 2)2(−L22x−1)
L2

. It can be seen thath′′5(x) < 0

when x > 0. Thus,h′5(x) < h′5(0) = 0 when x > 0, i.e., h′5(W ) < 0 whenW > 0. Similarly, we can prove

that: h′4(W ) < 0 whenW > 0. Combining these results with (29), we can obtain that the partial derivative of

W is negative. Thus,h3(N0, α, b, ε,W, λoff
th

) decreases withW , thenλoff
th

increases with it. To conclude, all the

properties in Corollary 1 are proved.

APPENDIX G

PROOF OFPROPOSITION4

By using a similar method as that in Appendix E, it is easy to verify the existence and uniqueness ofλoff
th

(m)

andλon
th
(m) via bisection searching. We now prove the case with low user density: If λm < λoff

th
(m), regardless

of the operation modes of other SBSs, we should always turn off the SBSm. Let the setM0 represent all the

sleeping SBSs when SBSm is turned on. Then if SBSm is turned off, the HetNet power consumption is changed



28

by

∆PHet (a)
=

(
2πλ0

α+ 2
(Rα+2

0 +
αrα+2

0

2
)− λ0

M∑

n=1

πR2
sd

α
n +

∑

n∈M0

λnπR
2
sd

α
n+λmπR2

sd
α
m

)(
f
(
L+

∑

n∈M0

λnπR
2
s + λmπR2

s

)

− f
(
L+

∑

n∈M0

λnπR
2
s

))
+ f

(
L+

∑

n∈M0

λnπR
2
s

)
λmπR2

sd
α
m −∆p

(b)

≤
(

2πλ0

α+ 2
(Rα+2

0 +
αrα+2

0

2
)− λ0

M∑

n=1

πR2
sd

α
n +

M∑

n=1,n6=m

λnπR
2
sd

α
n+λmπR2

sd
α
m

)(
f
(
L+

M∑

n=1,n6=m

λnπR
2
s + λmπR2

s

)

− f
(
L+

M∑

n=1,n6=m

λnπR
2
s

))
+ f

(
L+

M∑

n=1,n6=m

λnπR
2
s

)
λmπR2

sd
α
m −∆p < 0 (30)

where(a) follows due to the fact thatf(x) in (15) increases overx ∈ (0,+∞), and(b) follows due to (22) and the

increasing ofλoff
th

(m) over [0,+∞). It is then easy to verify that the HetNet’s power consumption can be reduced

by turning off the SBSm. Thus, we should deactivate SBSm. Thus, the case with low user density follows. By

using the similar proof method for the low user density regime, one can easily prove the case with the high user

density, and thus is omitted here for brevity. Proposition 4thus follows.
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