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Abstract

Traditional macro-cell networks are experiencing an ugsuof data traffic, and small-cells are deployed
to help offload the traffic from macro-cells. Given the massileployment of small-cells in a macro-cell, the
aggregate power consumption of small-cells (though bedgihdividually) can be larger than that of the macro-
cell. Compared to the macro-cell base station (MBS) whoseep@onsumption increases significantly with its
traffic load, the power consumption of a small-cell basei@ia{SBS) is relatively flat and independent of its
load. To reduce the total power consumption of the hetereges networks (HetNets), we propose a scheme to
dynamically change the operating states (on and off) of B8s$ while keeping the MBS on to avoid service
failure outside active small-cells. First, we consider tisers are uniformly distributed in the network, and propose
an optimal location-based operation scheme by graduaihjrtg off the SBSs close to the MBS. We then extend
the operation problem to a more general case where user®araniformly distributed in the network. Although
this problem is NP-hard, we propose a location-and-detigised operation scheme to achieve near-optimum (with
less than 1% performance loss by simulation) in polynonimaét

Index Terms

Green communication, heterogeneous networks (HetNetsll-sell operation, traffic offloading.

. INTRODUCTION

Cellular networks are now experiencing an upsurge of datifidy and traffic offloading from macro-cells to

small-cells (e.g. pico-cells and micro-cells) is a promisivay to solve this problem. However, the introduction

of massive small-cells can lead to the increase of the tatalep consumption of the heterogeneous networks
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(HetNets). The power consumption of a HetNet comes from Wlathmacro-cell base stations (MBSs) and the
small-cell base stations (SBSs) [1]. Researchers haverpadth attention to study power saving at the MBS side,
by dynamically changing the MBSs’ on and off states to meetdtochastic traffic (see, e.g., [2], [3]), but very
few work has considered power saving at the SBSs.

As there are increasingly more small-cells deployed, theiwer consumption is not ignorable. Auer al. in
[4] showed that in many European countries, the typical posesumption of a SBS i$0W and that of an
MBS is 930W. Thus, the power consumption a0 SBSs (or small-cells) is larger than that of an MBS (or
macro-cell). As a result, it is important to jointly manadp tpower consumption of macro-cells and small-cells
for more energy-efficient operation with traffic sharing.caoding to [4]-[6], the MBS and the SBS are different
in their power consumption rates with their traffic loadseTWBS’s power consumption increases exponentially
with its traffic load in terms of the number of users servecegieach user has a constant rate requirement [5],
while the SBS’s power consumption is almost independentsofoad and even flat for any load [4], [6]. Data
offloading from the MBS to the SBSs thus helps save the MBSgep@onsumption but inevitably requires more
SBSs to be turned on and increases the total power consunmggtithe SBSs. The operator should be aware of
this in designing the traffic sharing among the macro- andlstelis, and should also consider the heterogeneity
of small-cells in location and user coverage.

This thus motivates this paper to investigate the dynamaptdion of the SBSs’ operation modes (on or off)
to save the total power consumption in the two-tier HetNetlevimeeting the all users’ service requirements. To
study the SBSs’ dynamic operation for the small-cells, wekena practical assumption that the MBS is always
active to provide the seamless coverage of control sigribanid any service failure to serve users outside active
small-cells [7]. Though we focus on small-cell dynamic @tiem, our approach does not exclude prior macro-
cell operation schemes. The MBSs and the SBSs are dynaynigadrated over different spatial and time scales.
Small-cells are dynamically operated inside a macro-ediile a macro-cell is dynamically operated in a much
larger range. Turning on or off an MBS usually takes sevelaltes [8], while a SBS can be quickly turned on
or off in seconds [9].

The main contributions of this paper are summarized asvistio

« Novel small-cell dynamic operation to save the two-tierNtgts power:We study dynamic small-cell on/off
operation to serve offloaded traffic from the macro-cell favisg the total power consumption of the HetNet.
We model different power consumption patterns for both tHgSvand the SBSs with respect to their traffic

load, where the SBSs’ locations and their user coverages am@ataken into account.



« Small-cell dynamic operation to serve uniformly distriditusers\We take the spatial randomness of the user
locations into consideration. We start with a special cagh wniformly distributed users in the HetNet in
Section Ill, where user densities in all the small-cells #m&lmacro-cell are identical. We propose an optimal
location-based operation algorithm to decide the opearatiodes of the SBSs according to their distances to
the MBS to minimize the total HetNet power consumption.

« Small-cell dynamic operation to serve non-uniformly digtted usersWe then extend to a more general case
with non-uniformly distributed users in the HetNet in SeantiV, where the user density varies over different
small-cells and the macro-cell. In this case, the HetNetgrawinimization problem is shown to be NP-hard.
We propose a location-and-density-based operation #igorihat provides a near-optimal operation solution
in polynomial time to decide the SBSs’ on/off states.

« Performance evaluationin Section V, through extensive simulations, we show thatltitation-and-density-
based operation algorithm achieves less than 1% perfoentoss as compared to the optimal one. By
comparing with benchmark schemes, we show that our propssell-cell operation scheme can more
efficiently save the total HetNet power consumption. We alsow that the MBS’s power consumption can
even decrease with the increasing HetNet traffic load undemooposed scheme, as more small-cells are

turned on to offload the macro-cell traffic.

Recently, HetNet dynamic operation for power saving draigsificant attention and many prior studies have
focused on macro-cells’ intelligent operations (e.g.]HD3]). Among these works, there are two major approaches:
cell zooming and base station (BS) sleeping. The approacklbzooming proposed in [10] reduces the macro-cell
power consumption by adjusting the cell size according ® dbvered traffic load, the quality-of-service (Qo0S)
requirements and the channel conditions. The power savitgnpal of the cell zooming approach was further
studied in [11]. BS sleeping is the second major approactave power by switching BSs between on and off.
As a pioneering work, Marsaet al. in [12] showed that 25-30% of the total power consumption barsaved
by reducing the number of active macro-cells when the tradfiow. Considering the users’ traffic variations over
both space and time, the authors in [13] jointly appliedg¢dodm stochastic geometry and dynamic programming
to design the optimal BS on/off adaptation scheme. The egjibin and extension of this approach in practical
systems have also been extensively studied in, e.g., [18]—vhere various implementable BS on/off algorithms
were proposed. Besides these two approaches, user agsotiatioad balancing between macro-cells and small-
cells was studied in [19]. However, all these studies owdwal the impact of small-cells dynamic operation on

two-tier HetNet's power consumption.



As a preliminary work, Ashraét al. in [9] showed that small-cell sleeping has great powerrgapiotential. The
studies in [20]-[22] further exploited this potential anadposed small-cell control algorithms for power saving.
However, these studies focused on small-cells only, andgs@d to serve users within the small-cells. In practice,
users in deactivated small-cells also need to be served lyyoraells. Thus, the different power consumption
patterns for macro-cells and small-cells should be comstjeand load balancing between them should be properly
designed to reduce the two-tier HetNet's total power cormion. Though [23] considered small-cells’ activation,
it did not aim to minimize the total HetNet power consumptlan mitigate interference.

We summarize the key notations in this paper in Table I.

TABLE |
KEY NOTATIONS

‘ Notations ‘ Descriptions
Ry Macro-cell radius
R Small-cell radius
M=A{1,...M} Set of M SBSs
dm, meM distance between SB& and the MBS
K Number of macro-cell users
re, ke {l,...K} Distance between macro-cell usermand the MBS

0 Reference distance in channel model

D Reference path loss

@ Path-loss exponent

I Rayleigh fading between macro-cell useand the MBS

Am Coverage area of SB&

Ao Area outside of all small-cells

0=1{61,...,0u} Operation modes of alM SBSs
An, n € {0} UM User density inA,,
P'(0) MBS’s transmit power to all macro-cell users
P! MBS’s maximum transmit power
p} MBS’s transmit power to usek
po (Or p1) SBS’s power consumption in sleeping mode (or active mgde)
PHet(g) Total power consumption in the HetNet
Pl Macro-cell userk’s received power from the MBS
Operation spectrum bandwidth of the macro-cell

b each user’s required data rate
€ Maximum allowable outage probability

II. SYSTEM MODEL

As shown in Fig. 1, we consider a two-tier HetNet, whére M > 1, small-cells are deployed in a macro-cell.
The M SBSs dynamically adjust their on/off operations to sengdfiloaded traffic from the MBS, so as to save

the total power consumptions across all the SBSs and the MBBei HetNet. In the following, we first present
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Fig. 1. System model of the HetNet including a macro-cell aicsmall-cells.

the network model of the considered HetNet. We then modeptiveer consumption at each SBS and the MBS.
At last, since the transmit power of the MBS increases owesédrved traffic load, we consider the impact of the

traffic load served by the MBS and derive its transmit power.

A. Network Model

This subsection presents the network model. Denote therageegadius of the MBS and each of the SBSs as
Ry and R, respectively, wherd&, > R > 0. We assume the MBS and each of the SBSs are located at the cente
of their respective coverage areas. Without loss of geibgrale assume the MBS is located at the origingiven
by (0,0), of the two-dimensional plan&?. Let B(z,7), z € R?, r € (0,00), denote a circle of radius centered
atz. The area that can be covered by the MBS is thus giveBly Ry). The locations of all'/ SBSs are given.
Denote the location of SBS:, m € M 2 {1,..,M}, asx,, € B(o, Ry), and the coverage area of SBS as
A 2 B(xm, Rs) C B(o, Ry). It is easy to find thatd,, = 7R2, ¥m € M. We also denote the complement
region of all small-cells’ coverage areas in the macro-asli, = mm B(o, Ry).

First, denote the operation mode of SBSc M by 6, € {0,1}. Each SBS can be either in the active mode
(i.e., stated,, = 1) to serve the data offloaded from the MBS or in the sleepingeamn@g = 0) to save its own
power. The operation modes of all SBSs are given by a veter[f,,--- ,6)]. The MBS is always active to
provide the seamless control signal coverage and avoid enwjce failure [7]. The coverage area of the MBS is
thus expressed a4y U  A,,. To properly serve the users in the network, we adopt thedisge carriers”

{ml[6m=

model such that the MBS operates over a different spectrurd fsram the SBSs, to avoid the interference between



the MBS and the SBS'sThe practice of “separate carriers” has been widely apphieiddustry (e.g., by China
Unicom [24]-[26]). This paper only focuses on one macrd-aehere the MBS efficiently exploits the available
radio resources to support all the users in the macro-callwil be shown later in Section II-C, the transmit
power of the MBS is derived to assure the QoS of the users imthero-cell. Since all active SBSs operate
over the same spectrum band, the inter-cell interferent@dam the active SBSs is generally unavoidable. It is
noticed that extensive schemes in the literature have bempoged to effectively control/mitigate the downlink
inter-cell interference via efficient coordination betwebe small-cells (see e.g., [27] and the references therein
As a result, considering the short-transmission range eénsthall-cell as well as the low transmit power levels of
the SBSs, we adopt the following assumption in this paper.

Assumption 1:In the considered HetNet, we assume the inter-cell inteniee between the active SBSs can
always be properly controlled to assure the QoS of the soadlllusers.

Next, we take the spatial randomness of the user locatidgasonsideration, and apply the widely-used Poisson
point processes (PPPs) to model the user locations in tHedtétee, e.g., [28]- [30]). Specifically, for each small-
cell m € M, we use a homogeneous PPP with density > 0 to model the locations of the users in SB8s
coverage areal,,. Similarly, we also use a homogeneous PPP with densjty- 0 to model the locations of
the users in the MBS’s coverage ardg. We assume all the PPPs are mutually independent. As a,rbguthe
property of the PPP, the users under this model are not odpiendently distributed over the entire HetNet, but
also uniformly distributed with density,,, or \y within each A,,,, m € M, or Ag, respectively [30]. However,
due to the non-identical user densities ovky’'s and Ay in general, users’ distributions are not uniform over
different small-cells and the macro-cell. This is reasdmals some small-cells are located as hotspots to serve the
user crowds. We suppose that the users within the activd-sell are automatically served by the corresponding
SBSs, while those outside all the active small-cells areeskby the MBS. Such a control and access model allows
us to turn off some SBSs to save energy, while keeping all #egsubeing served.

In the following subsection, we introduce the power constimmpmodels for the MBS and the SBSs, and derive

the total power consumption across all SBSs and the MBS irHtidlet.

B. Power Consumption Models

This subsection introduces the power consumption modelshf® MBS and the SBSs. We first consider the
power consumption model for the MBS. The power consumpftoaf the MBS starts from a base levél > 0

This paper’s focus is the HetNet power saving instead of tspecallocation. A future extension may consider the othshated
spectrum” model where macro-cells and small-cells opevage the same spectrum band. In this case, proper intederemntrol between
the SBSs and the MBS as in [23] is needed.



and increases linearly with its downlink transmit power [4]. As P! increases with the macro-cell traffic after
offloading to active small-cellsP! is a function of the SBSs’ operation modésWe thus rewriteP! as P*(0)
and have

P =P+uP'(0), (1)

whereu > 0 is the power utilization coefficient for the MBS. Take Eurofte example, typically we have
P =712W andu = 14.5 [4].
Next, consider the power consumption model for each SBSowlieg to [4] and [6], depending on its operation

mode, we model the power consumption of SBSm € M, as follows:

p1 =p+uopt, if 6, =1 (active/on),
Pm = - ] . (2)
Do, if 6,, = 0 (sleeping/off),

wherep; andp, are the total power consumption of SBin the active and sleeping modes, respectively, 0,
pt > 0, andv > 0 are the base power level, the transmit power level, and teepatilization coefficient of the
SBSm when it is in the active mode, respectively. It is noted thiffecent from the MBS that consumes most
power in power amplifier, for a SBS, the load-dependent pamaplifier is no longer the main power-consuming
component [31], and its transmit powgrincreases mildly with the traffic load (e.g., ortly)7W increase as traffic
load increases from 80% to 100%), due to the short-range eoviwation in the small-cell [4], [6]. Therefore, we
assumep’! and thusp; in (2) are not related to the SBS’s traffic load and are bothstamis for simplicity. From
[4], the typical values of; andpy are 10W and 3W, respectively. By comparing (1) and (2), it is easy to find
that in a practical macro-cell that can include hundredsvendhousands of small-cells, the power consumption
of just 100 active SBSs becomes larger than that of an MBS, which mesvaur proposed HetNet power saving
via the SBS on/off adaptations.

At last, we give the overall power consumption in the HetNasdd on (1) and (2). Givefl, we define
H(9) & > men Om as the number of active small-cells. La&p = p; — pg. By summing the power consumption

over all the active SBSs and the MBS, the total power consiemjih the HetNet is obtained as
PHe (@) = P+ uP'(8) + Mpo + H(0)Ap. (3)
Since the MBS’s transmit poweP!(9) is determined by its served traffic load as well as the opmratiodes
of the SBSs, to more explicitly expregy’¢!(0) in (3), we deriveP!(8) in the following subsection.
C. Derivation of MBS Transmit Power?(0)

Based on the PPP-based user location model introduced to®&eA, in this subsection we derive the MBS'’s

transmit powerP!(0) for a given operation modé of the SBSs. We first study the MBS's transmit power for



each individual user in its coverage area, so as to satighutier's QoS requirement. Then by aggregating the
MBS’s transmit power for each user, we obtain the MBS's taibgower P!(0).

1) MBS Transmit Power to Each Individual Usadle first focus on the MBS'’s transmit power for each individual
macro-cell user that is located in its coverage aﬂ@e{lmw%i:m A,,. For a given operation mod@ of the SBSs,
denote the number of macro-cell usersfasand the distance between the MBS and each macro-cellkuser
{1,..., K} asri. We consider both distance-dependent path loss and gmortRayleigh fading for the wireless
channel between the MBS and each of its served users. If skendier;, is shorter than a reference distange> 0,
the MBS'’s transmit power to macro-cell user denoted byP}, experiences a fixed path logs > 0. Otherwise,
it attenuates with the distaneg according to the path-loss exponent- 0. We also denote the Rayleigh fading
channel from the MBS to macro-cell uskras hy, which follows exponential distribution with unit mean. We
assumey;’s are mutually independent. If the MBS transmits with pouRérto userk, the received power, denoted
by P/, is then obtained as

P Pl D(2)7°, i vy, > g @
PlhyD, otherwise.

We say the QoS requirement of a macro-cell Usés satisfied if the outage probability that the achieved data
rate of usetk being smaller thai bits/sec is no larger than a given threshele: 1. To find the transmit poweP}
that can assure the QoS of each macro-cell user, we adopidewsed equal-bandwidth-sharing scheme among
the users (see, e.g., [5], [28], [32]). Denote e the operapedttrum bandwidth of the MBS 4%. The assigned
bandwidth for each user is thig/ K .2 Similar to the transmit power derivation in [5], by using tieeeived power
P/ and the bandwidth/K to calculate the achieved data rate of each ésbased on the Shannon’s formula,
we can first find the minimum required received power for useuch that the achieved data rate is equa.to
Then by noticing that,, follows exponential distribution with unit mean, it is easyfind the probability that]

being less than the calculated minimum required receiveeep@s no larger than the threshaidfrom which we

inversely calculate the transmit powgj to assure macro-cell uséts QoS and obtain

Kb
I'NoW 2w —1 N .
t —Dlno(l—s) TR (77:—3) s if L > T,
b= TN 281 . (5)
Dhi—) K otherwise

where N is the noise power density afidaccounts for the loss of capacity due to coding and moduakoom
(5), the transmit poweP} increases with the distaneg and the number of user&. Thus, we rewriteP{ as
PF(ry, K), i.e., a function ofr;, and K.

2To focus on the transmit power derivation, we consider theakhandwidth-sharing scheme for simplicity. The analysiethod in this
paper can also be applied to other channel allocation schéeng., the unequal-bandwidth-sharing scheme in [34]) simdlar manner.



2) MBS Transmit Power!(6) to All Users: We now derive the MBS’s total transmit powé¥ (9) for all
the macro-cell users in its coverage area. According to fhB-Pased user location model in Section II-A, it is
noticed that the macro-cell user numidérand the distance;, between the macro-cell usérand the MBS which
determinePf (ry, K) in (5) are both random variables. It is easy to obtain tifas a Poisson distributed random
variable with mean: being equal to the average number of users in the MBS’s cgeaaeead, U  A,,. We

{m|6m=0}
, where|| A, || denotes the area of,,, Vn € {0} U M. Moreover,

thus havey = Aol Aoll + =16, =0y AmllAm
given the macro-cell user numbéf, all the macro-cell users are identically and indepengattiditributed in the
MBS'’s coverage area [30]. As a resuli,’s, Vk = {1,..., K}, are identical and independently distributed (i.i.d.)
random variables. Therefore, for a given operation m@aé all the SBSs, by summing?(r,., K) over all users

in the MBS’s coverage area and taking expectations éveand eachr;, we obtainP!(6) as

K
> Pl(rk, K)”
k=1

(a)

= Exg [KE,, [PL(ri, K)]], (6)

PY(0) =Eg [ETI,...,TK

where equality(a) follows sincer,’s are i.i.d. random variables for a givéeii. In the following, by first deriving

the inner expectatioB,, [P,ﬁ(rk, K)] of (6) for a givenK, and then deriving the outer expectation of (6) by using

the fact thatK follows Poisson distribution with mean, we obtain an explicit expression & (0) in Theorem 1.
Theoreml: Given the operation mod@ of all M SBSs, the transmit power?(8) of the MBS is the product

of a macro-cell’s traffic factor?’(@) and apower efficiency facto#(9), i.e.,

PY(6)=T(0)- Z(8), )
where the two factors are given by
I'NoW b 2 2 2
TO) = ———— . 2w — 1) [ A\owR2 — A\oM~R AR -1, 8
( ) —DIH(I—E) exp ( ) 07 L1 oM T Ivg +{m|92m::0} g ( )
and
at2 M
2 (Re™2+ ) = X Y wRid 4 S AnmRIS,
2(6) = - o =0) , ()
g <>\07TR(2) —MM7RZ+ > )\me2>
{m|0.=0}
whered,,, = |z,,,| is the distance between SB& and the MBS.
Proof: Please refer to Appendix A. |

Remarkl: The power efficiency factoZ(0) gives the MBS’s average transmit power for an individualruse

and the traffic factof’(@) gives the total traffic load in the area outside of all thevectmall-cells. It is observed
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from T(6) in (8) that similar to [5], the MBS’s transmit powé? (8) in (7) increases exponentially with its traffic
load for assuring each macro-cell user's QoS. Thus, we ganain more SBSs to offload the MBS’s heavy traffic
load for saving the MBS'’s power consumption. However, adatgmber of active SBSs also consume high power.
As a result, by adapting the operation modes of all the SB&gpdimal trade-off between saving the MBS's
power consumption and saving the SBSs’ power consumptiedsi® be decided for minimizing the total HetNet
power consumption.

In the following two sections, to properly study the HetNetyer minimization problem, we start with a special
case with uniformly distributed users in the HetNet whage= A\, = --- = \;. We then extend the results to a

more practical case with non-uniformly distributed usefrgerve \y and \,,,’s are not identical in general.

[1l. SMALL -CELL DYNAMIC OPERATION FORUNIFORMLY DISTRIBUTED USERS

This section studies the case where the users are uniforistlybdted in the HetNet with identical user density,
i.e.,, A\p = A\ = --- = Ay In the following, we first formulate the HetNet power miniation problem in this
case. We then provide a tractable method to solve this probid last, based on the optimal SBSs’ operation

mode, we study the impact of user density in deciding the SB¥sff operations.

A. Problem Formulation for Uniformly Distributed Users

This subsection formulates the HetNet power minimizatioobfem via the dynamic on/off operations of the
M SBSs in the case with uniformly distributed users. The mwbbbjective is to minimize the overall power
consumption over the MBS and alll SBSs, which is given by (3). By substituting = Ay = --- = \j; into (8)

and (9),7(0) and Z(0) in the uniformly distributed user case are simplified as

T NoW <exp ((2% — ) Aor(R2 — H(O) -R§)> - 1)

T(0) = (10)

—DIn(1 —¢)

and .
2 ot2
(R + *5—) — 7R > dy,
{m|0,=1}

rg (B3 - H(O)- B2)

Z(6) = (11)

By substituting (10) and (11) into (7), we can obtafti(@) in the uniformly distributed user case. Then by
substitutingP?(0) in this case into (3), it is easy to find the overall power cangtion in the uniformly distributed

user case.
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By practically considering that the transmit powf(8) of the MBS is constrained by a maximum allowable

transmit power level [4], which is denoted b¥},,., we formulate the HetNet power minimization problem as

(P1) : min PH (@) = P+ uP'(8) + Mpo + H(8)Ap,
sit. T(9)-Z(0) < P!

max?

0 € {0, 1}, me M,

whereT' (@) and Z(0) are given in (10) and (11), respectively.

It is noticed that if the traffic load in the HetNet is unexpelly heavy, such that even if all the SBSs are active
with @ = [1, ..., 1] to offload the traffic from the MBS, the MBS’s required transpaower P!(8) = T'(0) - Z ()
still exceedsP;, ..., problem (P1) becomes infeasible. To avoid the trivial caitBout any feasible solution for the
SBSs’ operation mode® in (P1) for the uniform user distribution case, we assumetriific load in the HetNet
always satisfie§'(6) - Z(0)|g—(1,...1] < Pha.- As will be shown later in Section IV, we also assume the syste

always feasible when solving the HetNet power minimizawoblem for the non-uniform user distribution case.

For the infeasible case with unexpectedly heavy traffic leach thatl'(0) - Z(0)[e—(1,....1) > pt

max’

one can apply
admission control to allow only a portion of the users thats§a 7'(0) - Z(0)|g—p1,..1] < Pt to access the
HetNet. However, the detailed admission control is beydwdsicope of this paper. A numerical example to show
the HetNet total power consumption performance under tfeagible case is given in Section V-B.

Due to the binary operation mode of each MBS, there are il @ta combination possibilities need to be
searched to find the optimal solutiét = [67,--- ,6;,] to problem (P1). To avoid such an exhaustive searching
method with exponentially increased computational comipleover M, we propose a more efficient method to

solve (P1) in the following subsection by gradually turnioifthe SBSs according to their distances to the MBS.

B. Optimal Operation Modes of SBSs

This subsection studies the optimal solution to problen).(Ris observed from (5) that the transmit power of
the MBS for each macro-cell user increases exponentialey tve distance between them. Thus, with identical
traffic load on average for each small-cells in the case wiilfiormly distributed users, the distance between the
SBS and the MBS becomes an important criterion to decidelwBBS should be turned off and let the MBS
serve the users located in this small-cell. As a result, enfatlowing, we present a SBSs’ location-based policy
to solve (P1), which shows that the SBSs that are close to B8 Kkhlve a high priority to be turned off.

Proposition1: In the case with uniformly distributed users, under theroptioperation modé* = 07, -- , 6},]

to problem (P1), if SBSn € M is turned off withd}, = 0, any other SBS: € M that is closer to the MBS than
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SBSm, i.e.,d,, < d,,, is also turned off withg} = 0.
Proof: Please refer to Appendix B. [ |

Remark2: Proposition 1 implies that since the MBS consumes less ptavserve the users that are located in
the close small-cells from (5), the SBS that is close to theSMias a higher priority to be turned off as compared
to that far from the MBS, so as to save the HetNet total pow@soemption. We thus reorder the SBSs. it
according to their individual distances to the MBS, and wbta newlocation-based seiM’ = {1,..., M}, in
which for any two SBSs with indexes. andn, respectively, we havé,, < d,, if m < n. Clearly, by assuming
all SBSs are initially active, Proposition 1 implies thateoran gradually turn off the SBSs according to the index
order in the location-based sétt’.

It is also noted that turning off a SB& can not only decrease the power consumption of the B8y
Ap = p1 — po, but also increase the MBS’s power consumption, where tbee@sed power consumption at the

MBS is given by

APm — upt([olx(m—l)yemv 11><(J\/[—m)])

0, =0 — WP ([015 (1m—1 Om, L1 (rr—m)]) [0, =1- (12)

By studying A P,, overm, we obtain the following lemma.

Lemmal: By turning off the SBSs according to their index order in thedtion-based set#t’, the increased
power consumptiom\ P,,, at the MBS due to turning off SB%: increases ovem € M’.

Proof: Please refer to Appendix C. |

As a result, according to Lemma 1, in the process of gradudigctivating the SBSs, while the decreased
power consumption at each deactivated SBS is a condgtanthe MBS’ power consumption increases each time
for tuning off a SBS gradually. As a result, to save the Hettdédl power consumption over all SBSs and the
MBS, the gradual deactivating process for the SBSs needspoas SBSm once there is no power saving benefit
at SBSm +1 (i.e., Ap — AP, 11 < 0). Besides, since the MBS’s transmit power cannot exceedriz@mum

the gradual deactivating process for the SBS also needspiocosceP! is reached. As a

max

transmit powerP!

max’

result, based on Proposition 1 and Lemma 1, we obtain a totatsed algorithm to decide the operation modes
of all the SBSs, which is given by Algorithm 1. In Algorithm We define two integer thresholds;, andm?, as
0, IifAP > Ap,
miy, =14 m, if AP, < Ap, AP, > Ap, (13)
M, ifAPy < Ap
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Algorithm 1 Location-Based Operation Algorithm for SBSs in the Casdwlhiformly Distributed Users

1. Reorder all the small-cells in a new s&t’ asd,,’s increase
2. L+ 7TR2 — ]\/[7TR2
b2 M
3 LR+ Z5(RyT + “5—) —wRZ Y do,
m=1

0= g

5 Qy=2w —1

6: Pl — Q- (6Q2 Aol 1)

7. PHet B—i— uPt + Mp,

8: for m=1: M do

9 L+ L+mR?

10: LR+ LR+ nR2d,

110 PV Qi g (B0 h - 1)

12 AP, in (12)«u P! —u- P!

13 it PY > Pt (e, m—1=m? in (14) or AP, > Ap (i.e.,,m — 1 =m}, in (13)) then
14: RETURN P7¢t, BREAK

15:  end if

16: PHet « pHet L AP, — Ap

17: Pt « Pt

18: end for

19: RETURN PHet
and

0, ifPY([61=0,11a—1)]) > Proas
mi, =4 m, it PY[01m-1):0m = 0, Lixvr—m)]) < Phazs PHO01xm: Ot = 0, Lis(ar—m1)]) > Pliga

M, if PY([01xn]) < P}

max?

(14)
respectively.

Theorem2: Algorithm 1 gives the SBSs’ optimal operation moédor problem (P1). In Algorithm 1, all the
SBSs are initially set as active and reordered based on ithdiiridual distances to the MBS from the shortest
to the largest inM’, and then are gradually turned off based on their index omleft’ until reaching SBS
my, = min (mg,,m2,), with m;, andm?, given by (13) and (14), respectively.

Proof: Please refer to Appendix D. [ |

It is easy to find that given the location-based 44t, the computational complexity of Algorithm 1 increases

linearly overmy,. It is also observed from (14) that in Algorithm 1, the op&natthresholdm?, is increasing

over P!

max’

since more users can be supported by the MBS with an inateldse,. However, it is not easy to
obtain the varying trend of the threshaldy, from (13). In the following subsection, by focusing on thepimat

of macro-cell user density, we study the threshelf, in detail.
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C. Impact of User Density in Small-Cell Operation

In this subsection, to focus on studying the threshalg|, we assume there is no transmit power constraint at

the MBS, i.e.,P!

max

= oo. In this case, from (14), it is easy to find that;, = min (m},,m?,) = m},. In the
following, by defining the following function

ul NoW exp((Z% —1) w) —1

J(@) = —DIn(1 —e)rg x ' (15)

we derive two thresholds for the macro-user denaitywhich can decide the value of/, in (13) and thus the
SBSs’ operation modes.

Proposition2: Under the setup of uniformly distributed users and assunfifyg, = oo, there always exists a
user-density threshold2tf, which is the unique solution to

off
20T

a+2 O”‘(?Jr? off _p2 off 2 p2 off _p2 ja off 2_p2y) = A 6
o LRy ) | (MR ) —f (Mt n (RS- RD)) |+ X% B2 -f (MR (RS- R2)) = Ap. (16)

such that

o If Ao < XSEE, all the SBSs are turned off (i.em;, = M);
« Otherwise, there is at least one SBS should be turned onrije.< M).
Proof: Please refer to Appendix E. |
Corollary 1: The user-density threshoktif decreases with the noise power denWy, the path-loss exponent
«, and the required data rateand increases with the maximum allowable outage prolpbiland the macro-cell
operation spectrum bandwidifi.
Proof: Please refer to Appendix F. |
Remark3: Intuitively, as the noise power densily, and the path-loss exponemtincrease, the transmit power
of the MBS increases to compensate the signal loss and it is pmwer-saving to use SBSs with a smal&ft.
The same result holds when the user rate requiremmé@mtreases and the maximum allowable outage probability
e decreases. A8/ increases, the MBS can use less power to meet the same Qo8usndjf increases.
The following proposition gives the other macro-cell usensity threshold.
Proposition3: Under the setup of uniformly distributed users and assunilf)g, = oo, there always exists a

user-density threshold¢h, which is the unique solution to

2

2027 o Oé?"a+ on M 1% on on

m=2

+ f(AEm(RE — M- R2)) - X@r RS = Ap, (17)

such that
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o If X\o > A2E, all the small-cells should be turned on (i.ey;, = 0);

« Otherwise, there is at least one small-cell which shouldubeed off (i.e.,m/, > 0).

The proof of Proposition 3 is similar to that to Propositiona?d thus is omitted here for brevity. In addition,
as Ny anda increase, the transmit power of the MBS increases and it i rdesirable to use small-cells with a
smaller \¢h. The same result holds whénncreases ane decreases. A8/ increases, the MBS's transmit power
decreases anty increases. The relationships betwegh and its related parameters are the same as those of the

threshold)\%f in Corollary 1, which can be easily proved by using the simifeethod as in Appendix F.

IV. SMALL -CELL DYNAMIC OPERATION FORNON-UNIFORMLY DISTRIBUTED USERS

In this section, we study the more general case where thedeswities in the HetNet can be different. That is,
we allow \,,, # A\, if m # n. As compared to the uniform user distribution case in Sadiip the HetNet power
minimization problem becomes more complicated in this c¥¢e need to take into account not only the SBSs’
different locations but also the different user densitreshieir coverage areas. In the following, we first formulate
the HetNet power minimization problem for the case with nmiformly distributed users, and then present an

efficient method to solve this problem sub-optimally in gahe

A. Problem Formulation for Non-Uniformly Distributed User

Similar to the case with uniformly distributed users, by idewy the SBSs’ optimal operation mod® we
formulate the HetNet power minimization problem under tasecwith non-uniformly distributed users as follows:
First, the objective is to minimize the HetNet total powensomption, which is obtained by substituting the MBS'’s
transmit powerP!(9) = T'(0) - Z(0), given in Theorem 1, into (3). Second, the problem condtiaigiven by the

MBS'’s transmit power constraint, i.eR'(8) = T'() - Z(0) < P!

max*

We refer to this problem as problem (P2).
The form of Problem (P2) is similar to that of problem (P1) iecgon Ill, and thus is omitted here for brevity.

Similar to (P1), we assumg'(0) =T'(0) - Z(0) < P!

max

always holds for (P2) to consider a feasible problem.
It is noted that although appearing similarly, problem (B2jlifferent from (P1), sinc&'(8) and Z(0) in (P2)
are given by (8) and (9), respectively. Moreover, in the cata non-uniformly distributed users, besides the
SBSs’ different distances to the MBS, the user densitiesifierdnt SBSs’ coverage areas are also different in
general. Thus, as compared to (P1), it is more difficult toees@P2) optimally. For example, Proposition 1 for the
case with uniformly distributed users does not hold any nfiorehe case with non-uniformly distributed users. In
the following, we first show that problem (P2) is NP-hard imgeal. Then, we solve (P2) by jointly considering

the impact of SBSs’ different distances to the MBS as wellhasdifferent user densities in their coverage areas.



16

B. Computation Complexity of Problem (P2)

This subsection discusses the computational complexitysfiving (P2). In the following, for the ease of
analysis, we first rewrite (P2) without loss of optimalityhéih we show that (P2) is an NP-hard problem.
We divide the MBS's traffic load into two parts: the first pastthe traffic load inAg, given by L = A\gmR2 —

MoMmR2, and the second part is the traffic load in all the sleepingsSB8verage areas, which is given by

L= Y AnrRL (18)
{m]6,,=0}

Clearly, L is a constant and. depends on the SBSs’ operation modegs-irst, from (3) and Theorem 1, it is easy

to verify that the total HetNet power consumption by asswgrait SBSs are active is given by

Bir) - TN e@W—D(L+L) _ 1 ( 270
- —DIn(1—¢&)rg L+L a+2

Oé?“a+2 M
(BG*2+ 28 —) =20 Y- wR2ds, ). (19)
m=1

Then, if SBSm € M is turned off, the SBSs’ total power consumption is decrédse Ap, and the MBS'’s
power consumption increases to serve all the users in thes8B®overage area. Denote the saved total power

consumption in the HetNet by turning off SBS as A,,, (L), which is given as

uLNgW  e@W-DE+L) _q
 —DIn(l—e)r§ L+1L

A (L) = Ap AmTR2dS,, m € M. (20)

From (3), the termg? and M p, in problem (P2)’s objectivé’/¢! () are constants, antll Ap is also a constant.

As a result, it is easy to find that minimizing”¢ (@) in problem (P2) is equivalent to minimizing

PH(9) — (P + Mpo+ MAp) = P(L) — Y An(L). (21)
{m|0,,=0}
Therefore, (P2) can be rewritten as

(P2:E): min P(L)~ 37 An(L),
{m|0,,=0}
st. T(0)-Z(6) < PL...

Hme{()» 1}7 mGM-

We now show that (P2-E) and thus (P2) are both NP-hard. Spa&ltjfiwe consider a special case of (P2-E) by

fixing L = Ly, with a givenLy > 0. In this case, problem (P2-E) becomes the following problem

(P2): min P(LO)—{ GZ_O} Ap(Lo),

s.t. Z AmmR2 = L,
{ml|0,.=0}
T(0) - Z(8) < P!

max?

eme{o, 1},m€/\/l
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which is an NP-hard Knapsack problem with bag volumeand object weights\,,,(Ly)’s [33]. As a result, since
(P2-E) is a general case of (P2") witholit= Ly, it is easy to verify that since (P2’) is an NP-hard problem,
(P2-E) and thus (P2) are also NP-hard problems.

Due to the high complexity to find the optimal solution to (P) the following subsections, we first look at
some special cases of problem (P2), and then extend thesredhined under the special cases to the general

case.

C. Dynamic Operations of SBSs under Special Cases

This subsection studies some special cases for problem IfPParticular, if the traffic load in a small-cell is
heavy, it is expected that this SBS is active to serve thealgdeployed users, regardless of other SBSs’ operation
modes. Similarly, if a small-cell covers only few userssiexpected that this SBS is inactive to save power. Based
on such an observation, we obtain the following proposition

Proposition4: Two small-cell user density regimes are given in the follogvio decide the optimal operation

modes of the SBSs for the case with non-uniformly distriduisers.
« Low user density regimdf the small-cell user density,, in A, is low with X\, < A%f(m), where the
threshold\$f (m) is given by
M

2\ a+2 M M
<a12(33+2+—ar; )= oY wRs+ Y MRS mynR2d, | f(L+ Y AerR?
n=1

n=1,n#m n=1,n#m

M M
A mrR2) — f(L+ Y Aan§)>+f(L+ > AmRE) X (m)mR2dS, = Ap, (22)

n=1,n#m n=1,n#m

then it is optimal to turn off SBSn for problem (P2).
« High user density regimef the small-cell user density,,, in A, is high with \,, > Ah(m), where the

threshold\p (m) is given by

27\ Oﬂ,a+2 M
(Zpome - 003 o) (2 o) = 1(2) ) 45 00
m=1
A2 (m)mR2d%, = Ap, (23)

then it is optimal to turn on SB%:.
Proof: Please refer to Appendix G. |
By using a similar method as in Appendix F, it is also easy tofywehat both \%£f (m) and A28 (m), m € M
decrease with the noise power denshy, the path loss exponent, and the minimum data rafg and increase
with the outage probability and macro-cell spectrum bandwidihi.
Furthermore, it is easy to find that if the small-cell user sign),, in A,, is extremely low with\,, <

AAE ¥m € M, where A%t is obtained by settingn = arg ma dp, AEE(m) = AT and )\, = M4, vn € M,
ne
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n # m in (22), it is optimal to turn off all the SBSs. In this casel, a},’s, Vm € M, are within the low user

density regime in Proposition 4. On the other hand, if thellsogdl user density\,, in A,, is extremely high with

Am > A, ¥m € M, where);, is obtained by settingn = arg min dn, aNdAZE (m) = op in (23), it is optimal
ne

to turn on all the SBSs. In this case, all,’s, Vm € M, are within the high user density regime in Proposition 4.

D. Dynamic Operations of SBSs for General Case

In this subsection, we extend the location-based operatlgorithm proposed for the case with uniformly
distributed users for problem (P1) to the case with noneunify distributed case and solve problem (P2). In
particular, by noticing that in the case with non-unifornaligtributed users, the user denshky, in each small-cell
as well as the distancé,, between the SB3$n and the MBS are both in general different for different small
cells, and thus are essential for determining the SBSs’atiper modes, we propose a location-and-density-based
operation algorithm, as given by Algorithm 2, to solve (P2).

Specifically, to solve problem (P2) in the general case,lamo Algorithm 1 proposed for solving (P1), by
assume all SBSs are initially active, we select some SBSgaautlially turn off them. However, unlike the uniform
user distribution case in Section llI, it is difficult to findpaoper order for all the SBSs so as to turn off the SBSs
by the distance order to the MBS in the non-uniform user ithistion case, since such a SBS order depends on
the traffic loadL in the inactive SBSs to be selected, given in (18). It is alsted thatL is determined by the
SBSs’ operation mode®. As a result, from (18), we can find that depending on the SB@erations moded,

m=1

can be any value in the range that is given [@y Izvé )\meE]. We refer to such a range as tfeasible range of
L in the following. For any givern’. in its feasible range, defin@,,,(L) = ﬁ?—% as thepower-saving efficiency
if SBS m € M is turned off, which gives the saved power consumption byitgy off SBSm per unit load. To
save the HetNet total power consumption, it is preferredita bff SBSs with largeQ,,,(L).

Our solution approach in Algorithm 2 for problem (P2) is noivey as follows: i) Given any., we find all the
power-saving efficiencie®,, (L), m € M and reorder SBSs as th&),,(L)’s decrease. We name such a SBS order
as the “power-saving list”; ii) Since the “power-savinglishanges withZ, we search ovek € [0, ]zw: Ameg] to
find all the “power-saving lists”. For every “power-savingt!, we also find its feasible range (E? ill) According
to every “power-saving list”, starting with all small-cgllactive, we gradually deactivate small-cells. In every
deactivation step, we check the traffic handovered to therareall. If it is within the above mentioned feasible
range ofL, we record the SBSs’ operation modes in this deactivatiep at a “candidate solution”. Our scheme
is to choose the best solution among all the “candidate isolsit

The key of the above method is to find all the “power savings'listind the corresponding feasible ranges
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Algorithm 2 Location-and-Density-Based Operation Algorithm for thees€ with Non-Uniformly Distributed Users
1: 65 < empty setf; < empty set
2: for m € M do

30 if Ay > AR (m) given in (23)then

4 O 1, 05 + 07 U{0,,}, Ejectm from M

5: if A, < A%Ef(m) given in (22)then

6

7

8

9

O < 0, 05 < 05U {0,,}, Ejectm from M
end if
end if
. end for
10: updateM, = < empty set
11: for all 1 <m <n < M do
12:  if L,,—, is feasiblethen
13: w4 1T U{Lp=n}
14: end if
15: end for o
16: 7 < 7w U{0, > A\,mR?}
7Nl
18: Reorderr in ascending order
19: Reorder small-cells ag,,,(0)’s decrease
20: 6, = [1,1,--- 1]
21: for n=2: N do z
22: forallell,---,M]stnm(n—1)< > A\pmR2 <7(n) do
m=1

23: 0: = [01x -1y, 0 = 0,11 (mr—p))

24: if PHEt([OS,Ot,Oﬂ) < PHEt([OS,Oa,OT]) and P'([6;, 0., 05]) < P!, then
25: 0, + 6,

26: end if

27:  end for

28:  Perform the switching corresponding 4#dn)
29: end for
30: RETURN (65, 0., 67]

of L, which can be obtained by using an efficient method as shodowb&iven any two SBSsn and n,
the relationship betwee®,,(L) and Q,,(L) can be either of the following two cases. One is that (L) (or

M
Qn(L)) is always larger tha),,(L) (or @,,(L)) over the whole range of € [0, > AmeE}; the other is that

m=1
Qm(L) > Qn(L) (or Qn(L) > Qn(L)) becomex), (L) > Q,,(L) (or @, (L) > Q,(L)) after some “switching
M
point” at L. € [0, > AmeE}, which is denoted a<.,,,—,. For the latter case, the “switching poinf;,,—,, of
m=1

M
any pair of SBSsn andn is the unique solution t@),,,(Ly,—n) = Qn(Lm=n) With L,,—,, € [0, > AmeE}

m=1

As a result, for any two SBSs: andn, we can first find the “switching pointL,,—,, and after finding all the

“switching points” for every two SBSs, we reorder these ‘tsWing points” according to their values in ascending
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order. It can be easily verified that there exists at most @wétéhing point” for any two SBSs; thus, the number
of “switching points” isO(M?). Next, we reorder the SBSs according@g,(0)’s decreasing order to obtain the
initial “power-saving list”. Starting from the minimum “stehing point”, for every “switching point”L,,,—,, we
switch the orders of small-cells:, n to obtain a new “power-saving list”. The number of “powevisg lists”
is alsoO(M?). It is easy to find that according to each “power-saving Jigiie computation order of the above

mentioned searching process@M ). The computation order of Algorithm 2 is thu3(M?).

V. SIMULATION RESULTS

This section presents the simulation results to study théomeance of the proposed HetNet power saving
scheme. We focus on the general case with non-uniformlyiloliséd users and investigate Algorithm 2. We also
observe similar performance for Algorithm 1 for the speciase with uniformly distributed users, which is thus
omitted here for brevity. For the MBS’s total power consuimpt which is given in (1), we seP = 712W,

u = 14.5, and Pt

max

= 40W [4]. For the small-cells, we let the user densitiesg’s, Vm € M, are uniformly and
independently distributed within the rang@®X\, — v/302, 50\ + V302], whereo? is the user-density variation.
We also follow [29] to consider a practically large range for Other simulation parameters are set as follows:
the capacity los$' = 1, the fixed path los$ = —35dB, the reference distaneg = 1m, the path-loss component
a = 2.5, the bandwidthiV = 10 MHz, the required raté = 0.1Mbits/sec, the maximum allowable outage
probability e = 0.05, and the noise poweWN, = —174dBm/Hz. In the following, we first show the near-optimal
performance of the proposed Algorithm 2. Then we comparepoyposed HetNet power saving scheme with two
benchmark schemes, where one is without SBS on/off adaptadind the other is probability-based SBS on/off
adaptation. At last, we show the individual power consuorptf the MBS and all the SBSs, to further understand

the HetNet power saving problem.

A. Near-Optimal Performance of Algorithm 2

In this subsection, we compare the performance of Algorighwith that of the optimal solution to problem (P2),
which is obtained by exhaustive search. It is easy to velijt the computational complexity of the exhaustive
search isO(2M). Due to such an exponentially increased computational ¢®xitp over M, we only consider a
scenario withM = 20. As shown in Table Il, we calculate the ratio of the HetNettat power consumption that
is obtained by the optimal exhaustive search over that iw&thby Algorithm 2, i.e.,%. It is observed that

the performance of the proposed Algorithm 2 achieves lems 1ttt performance loss as compared to the optimal

one over all macro-cell user densiky in Table .
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TABLE I
PERFORMANCECOMPARISON OFALGORITHM 2 WITH THE OPTIMAL SOLUTION TO PROBLEM (P2)

[ 2o (x10%)/m?*| 02 | 04 | 06 | 08 | 10 | 12 [ 14 | 16 |

‘ pHet—opt

s | 0.9996 | 0.9986 | 0.9978 | 0.9973 | 0.9978 | 0.9982 | 0.9988 | 0.9995 |

B. Comparison with Benchmark Schemes

In this subsection, to further show the performance of tleppsed HetNet power saving scheme, we compare
Algorithm 2 with the following two benchmark schemes. Onavithout on/off operation adaptation for all SBSs,
and keep all SBSs always active. The other is to independkedp all SBSs active based on a probabifty;ye .

We setP,.ive = 0.7 in the simulation. For all three schemes, we consider a cétbedense small-cell deployment
with M = 144. In Fig. 2, we show the total HetNet power consumption acedsS$BSs and the MBS, given in
(3), for all three schemes over a large range of macro-celt density\y. For each of the three schemes, the
MBS adopts the same power allocation method as that disguss®ection II-C to assure the macro-cell users’
Qo0S. As has been discussed in Section IlI-A){f is too large, such that the MBS’s maximum transmit power
Pt

max

cannot satisfy all macro-cell users’ QoS, the system besdnfeasible. In this case, for all three schemes,
we apply admission control to randomly reject a portion afrasfrom accessing the HetNet such that the MBS's
maximum transmit power is just sufficient to assure the Qo8llahe remaining users that are allowed to access
the HetNet. We denote the macro-cell user density that mtiesesulted MBS transmit power equal &, .

for our proposed scheme, the scheme without SBS on/off, lamdtheme with probability-based SBS on/off as
A2 AQm, and AL, respectively.

It is first observed from Fig. 2 that the HetNet total power iamption of all three schemes are non-decreasing
over )\, as expected. It is also observed that our proposed scheragsat@nsumes much less power than the other
two benchmark schemes wheg is not large, and gradually approaches to the scheme witBB&t on/off as\
increases, where increasingly more active SBSs are neeust our proposed scheme to support the increased
users. When all SBSs under our proposed scheme become actiyroposed scheme becomes the scheme without
SBS on/off, and thus consumes the same power consumptioredvier, when\, > )\5”92 = \§", the system
becomes infeasible for both proposed scheme and the schighoeitnSBS on/off. In this case, since the MBS keeps
using the maximum transmit powet’, .. and the SBSs are always active, the HetNet total power copsom
under both schemes becomes a constant, which is given-by. P!, .. + 144pg + 144 x (p; — po) = 2732W from

(3). Similarly, when), > A}, the system also becomes infeasible under the probabditgd scheme, where

the HetNet total power consumption is given By+ uP; . + 144pg + 144 X Pyegive X (p1 — po) = 2429.6W,
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Fig. 2. Comparison with the benchmark schemes.

which is smaller than that under the proposed scheme sinlge160P,.;,.% of SBSs are active. Furthermore,

since)\g‘m > A7, our proposed scheme can properly support more users thgordbability-based scheme.

C. Power Consumption of MBS and All SBSs

In this subsection, we show the total power consumption @MBS as well as that of all the SBSs by applying
Algorithm 2. The simulation parameters are set as the saniwas in Fig. 2. As shown in Fig. 3, it is first observed
that when)\, is small, since all the users in the HetNet can be properlpsupd by the MBS, the SBSs just remain
inactive with a constant power consumption given Iapt x pg = 432W, while the MBS’s power consumption
increases ovek,. As )\, increases, the SBSs begin to be turned on and thus theipiadr consumption begins
to increase ovely. It is interesting to observe from Fig. 3 that whan is between0.4,1.2] x 1073, the MBS'’s
power consumption becomes decreasing dyedue to the efficient traffic offloading from the SBSs that deses
the MBS'’s power consumption. However, whanis sufficiently large with\y > 1.2 x 1073, such that the SBSs’
power consumption for offloading MBS’s traffic load can catlse overall HetNet power to increase, we observe
that the MBS needs to increase its transmit power again tpeplp support the users for saving the total power
consumption in the HetNet. At last, similar to that in Fig.vehen the traffic load in the HetNet is unexpectedly
heavy, all the SBSs becomes active and the MBS transmitsitwithaximum power. In this case, we observe that

the total power consumption of the MBS is a constant, giverPby uP! . = 1292W, and that of all the SBSs

max

is also a constant, given b4 x p; = 1440W.
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Fig. 3. Total power consumption of the MBS and the SBSs.

VI. CONCLUSION

In this paper, by dynamically changing SBSs’ operation nsopdee studied the HetNet power minimization
problem for both cases with uniformly and non-uniformlytdisuted users. For the case with uniformly distributed
users, the SBS'’s location-based operation algorithm waggsed and the optimal operation mode can be found by
gradually deactivating SBSs according to their individdstances to the MBS. For the case with non-uniformly
distributed users, both SBSs’ different locations and boell user density were considered for their optimal
operation mode decision. We showed that the optimal operati this case is NP-hard and then proposed a near-
optimal algorithm with polynomial complexity. In the furiwork, we will extend the current single-macro-cell
scenario to the general multi-macro-cell scenario by furtlaking the interference from neighboring macro-cells

into account.

APPENDIX A
PROOF OFTHEOREM 1

We first derive the inner expectation Bf, [P/ (ry, K)| of (6), for a givenK. Let 1y4c4,3, Vn € {0} UM,
denote whether the macro-cell ugeis located in the ared,,, wherely = 1 if the eventY’ is true, andly, = 0
otherwise. Since each uskiis independently distributed in the HetNet and uniformlgtdbuted within eacti,,,
it i i 1) — _AallAa]]
it is easy to verify thaP (1g;cq, = 1) = S ST AT

Likeay = 1} = fAn mpg(r, K)dS since the user is uniformly distributed ia,,. As a

Moreover, given that usér is located in4,,, we can easily

obtainE,, [P,ﬁ(rk, K)

result, by considering all the possible events with uséocating in 4,,, n = 0,0r n € M, 6, = 0, we can write
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the inner expectatioR,, [P{(ry, K)] of (6) as

E,, [Plz(Tk,K)] = Z P (1{k6An} = 1) E,, |:P]£(Tk7K)‘1{keAn} = 1:|
n=0,0rneM,0,=0

An|Anll / Lo
= P (r,K)dS
n:o,org\/rﬂn:o Mol Aoll + 3 i, —op AmllAmll Sa, 1Al "

1
= A /Pt(rk,K)dS+ Am/Pt(rk,K)ds . (24)
Molldol[+ X M“%(: K 2 b

{m|6,,=0} {m|0..=0} 4
Next, by calculating the outer expectation in (6), we ded¥/¢6). Let
f;’ if r ziT07
gtry=1 " _
1, otherwise,

By substituting (5) and (24) into (6) and noting th&t follows Poisson distribution with meap = Ag||Ag|| +
> tmi6,.—0y Amll Amll, it is easy to verify thatP(6) = Z(0) - T(0) with
LNoW

_ LN Lo 2 _ 2 2y) _
7(0) = — (1 —oD (exp ((2 1) (Aom Ry — Ao M R; +{ g:_o} )\mﬂ'Rs)) 1),

arg™?
(R4 )~ S N [ g(r)dS+ X A [ g(r)dS

Z(8) = {m[0,=0} A, {m|6.,,=0} Am
B MNTR2 — NM7TR2+ Y. A\,mR2
{m|0.,=0}
a+2 M
ZRRET+Y5—) = N > TR+ Y AgmR2dS,
(@) m=1 {m|6,,=0} 25)
7‘8‘()\07TR% — )\(]M']TR? + Z )\m’]TRg) ’
{m|0.,=0}

where the equalitya) follows due to the fact that the macro-cell’s radills is much larger than the small-cells’

R and the reference distaneg in practical systems. Theorem 1 thus follows.

APPENDIX B
PROOF OFPROPOSITION1
We prove this proposition by the method of reduction to afbisyr\We assume that in the optimal operation
mode®* = [07,--- ,03,], a SBSm € M is turned off ¢}, = 0) and a SBS: € M is turned on, withd,, < d,,.

We now construct a new solution & = [0F = 6%,--- 0% =0, --

n

0, =1,--- 0%, = 6%,]. It can be easily
verified thatT'(6*) = T(8*) and Z(6*) < Z(8*), then PH¢t(9*) < PH¢t(9*), which conflicts with the optimality

of 8*. Proposition 1 thus follows.
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APPENDIX C
PROOF OFLEMMA 1

We first rewrite the MBS’s transmit power &@'(0) = P*([01x(m—1),0m = 0, 1ix(amr—m)]) = h1(m)ha(m),
where

NGV exp ((2% — Ao (R — MR? + ng)) 1

h _
i(m) —D1In(1 —e)r§ m(R2 — MR? + mR2)

and

2r s argt? 9 M
ha(m) = m(33+ + %) —mR2- Y dy.

n=m+1

Next, to prove this lemma, we verify the following two facts:

o Fact #1:hy(m) — hy(m —1) > hy(m — 1) — hy(m — 2) > 0;

o Fact #Zihg(m) — h2(m — 1) > hQ(’I’)’L — 1) — hg(m — 2) > 0.

To prove Fact #1, we suppose thatm) is a continuous function af. It can be verified that both of its first-
order and second-order derivatives are positive wher 0. Then, the functiorh; (m) is an increasing convex
function and thus we can easily obtain Fact #1. To prove Facit#an be calculated thdt(m) — ha(m — 1) =
7 R2d%, and ho(m — 1) — ho(m — 2) = 7R2d% _,. Noting thatd,,, > d,,_1, we can thus obtain Fact #2.

Now, we prove Lemma 1. From Fact #2 we can obtain that

ha(m) (hg(m) ~ ha(m — 1)) >y (m — 1)<h2(m 1) — ho(m — 2)) .
hl (m)hg(m) - hl(m - 1)h2(m - 1) > hl(m)hg(m - 1) - hl(m - 1)h2(m — 2). (26)
Similarly, from Fact #1 we can have
hg(m - 1)h1(m) - hg(m - 2)h1(m - 1) > hg(m - 1)h1(m - 1) - hg(m - 2)h1(m - 2) (27)

Combining (26), and (27) , we can obtain that

P ([01(m-1):0m = 0, Lix (vr—m)]) — P ([01x(m—2) Om—1 = 0, Ly (\r—m1)]) >
P'([01x(m—2):0m-1 = 0, L1 (m—m+1)]) — P ([01x(m—3): Om—2 = 0, Lix (M—m+2)]),

i.e., AP, > AP,,_1. Lemma 1 thus follows.

APPENDIXD
PROOF OFTHEOREM 2

We consider two cases as follows: 1) Casend; < m?,, and 2) Case 2m;, > m?,. We first look at Case

1. According to Proposition 1, starting with all SBSs beimgi, it is optimal to turn off closer SBSs according
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to their individual distances to the MBS. Suppose this deaddn process stops at SBS,, with my, < m),.
Next, if we continue to turn off SBSn,, + 1, according to (12) and Lemma 1, the saved HetNet power is
Ap— APy, +1 > Ap—AP,: > 0, which contradicts with optimal stopping at;,. With the same method, it is
easy to verify that stopping at amy,, > m/, cannot be optimal. Thus, it is optimal to choosg, = m},. Note
that the transmit power of the MBS is always no larger t#p,, thanks tom/, < m?.

We now consider Case 2. According to (14), to let the tranguiver constraint hold, the optimal stopping
SBS's indexmy;, is no greater thamnfh. If my, < mfh, continuing to turn off small-celin;;, + 1 helps save the
HetNet's power byAp — AP, +1 > Ap — AP,z > Ap — AP, > 0. Thus, the only optimatn,, is equal
to m?h. As a result, based on the above two cases, it is optimal totigate closer small-cells until reaching

small-cellmy, = min(m},, m?,). Theorem 2 thus follows.

APPENDIX E
PROOF OFPROPOSITIONZ2

First, we prove the existence and uniquenesa®f. Denote the left-hand side of (16) ag(\%if). It is easy
to verify thath3(\3Ef) is an increasing function ovex3t > 0. SinceA lim  h3(A%E) — +oo and h3(0) = 0,
tif—-too
A exists and it is unique. The solutiofif can thus be obtained through bisection search.
Now, based on the uniqugif, we prove Proposition 2. For the case with < \%if, we have

PH([01x01]) = P01 (m—1), Om = 0, Ly (rr—m)))

a+
047“0

(@) 2A0m TQ) : (f (Aong) - f()\ow(R% — MR?+ ng))> + f(/\mr(R% ~ MR? + mRi))-

a2 (R3+2 +
M
AmR2 > dy — (M —m)Ap

n=m-+1

a-+2
Lo ) 20T g2y ). <f(AowR8) — 1 (om(B3 - Ri))) (= m)f (dor(RS - B)).
Mo R2dS, — (M —m)Ap < 0 (28)

where (a) follows since f(z) in (15) is increasing over € (0,+oc0), and(b) follows by noticing\g < A%, the
increasing ofi3(\g) over g, and (16). Thus, we havB”“ ([0, a7]) — P ([01 (- 1), Om = 0, L1 (a1—m)]) < O
for any Ao < Aff and0 < m < M. For the case with\g > A\if. Sincehs()\g) is increasing over\y, from
(16), we can obtain that ikg > ASLE, P7¢([01, 7)) > PP ([01,(ar—1), 1]). This shows that it is not the optimal

solution to close all the SBSs. As a result, at least one SB8Idibe active. Proposition 2 thus follows.
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APPENDIX F
PROOF OFCOROLLARY 1

We denote the left-hand side of (16) As(No, o, b, e, W, A2iT), which is a function ofNy, «, b, ¢, W, AL,
We use this function to establish the relationships &t with Ny, «, b, £, and W. It can be shown that
h3(No, o, b,e, W, Xt ) increases with\3EE. It is easy to verify that ifhs(No, o, b, e, W, A2%f) also increases over
a parameter amondy, «, b, &, and W, \if decreases with this parameter; otherwise, the oppositeiés For
example, it can be easily shown thaf( Ny, o, b, e, W, \2if) increases as, Ny increase and decreases. Thus,
A\ff decreases with and Ny, and increases with.

We now study how\if varies overa and W. The partial derivative ofi3( Ny, o, b, e, W, \%if) with o can be
easily shown to be positive, using the fact that the machsaadius Ry and the distance from the MBS to its
most far-away small-cell), is typically much larger than the reference distangeThus,hs(No, o, b, e, W, A2%EE)
increases withy, then \%ff decreases with it. To calculate the partial derivative with we fix other variables

and rewritehs(No, o, b, e, W, \2it) as

h3(N0,Oé7 baEa W7 )\zlflf) - Al . h4(W) + A2 ) h5(W)7 (29)

b b
e@W —1Ly _q e@W -1)Ly_1

where hy(W) = W - ( - — emW;;”*) and hs(W) = W<——==1 are functions ofi¥’, A; =

ul' No AL, o at+2 , ardt? _ ul'NoAL, 2 100 a1 2 1 2 2
YGRS Yo aa (R +8—), A2 = i aibre 0 By T Rsday, L = Ay mRg, andL, = A, m(R§— R;) are constants.

In the following, we prove that the first-order derivativefsiq (1) and ks (W) are both negative wheW > 0.
The first-order derivative ofi5(W) is hj (W) = eLz(ztl)(l_LiI“"Lz m2)-1 wherex = & > 0. We further calculate
el2" 2oy, (In2)2 (— Ly2°—1)

Lo

the second-order derivative &k (W) as hf(z) = . It can be seen that!(z) < 0

whenz > 0. Thus,hi(z) < hz(0) = 0 whenz > 0, i.e., (W) < 0 whenW > 0. Similarly, we can prove
that: »), (W) < 0 whenW > 0. Combining these results with (29), we can obtain that théigdaderivative of
W is negative. Thushs(No, o, b, e, W, A2t ) decreases withV, then A2t increases with it. To conclude, all the

properties in Corollary 1 are proved.

APPENDIX G
PROOF OFPROPOSITION4

By using a similar method as that in Appendix E, it is easy tdfyehe existence and uniqueness Xt (m)
and A\%2(m) via bisection searching. We now prove the case with low usesity: If \,,, < \if(m), regardless
of the operation modes of other SBSs, we should always turthef SBSm. Let the setM represent all the
sleeping SBSs when SBS is turned on. Then if SB&: is turned off, the HetNet power consumption is changed
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by

o [ 27\ art2 M
ApHet @ (a”—JFOQ(Rg” + %) 20 S TR 4+ Y NaRAdS AN RAS, f(L + 3 AR+ Ameg)
n=1 ne My ne My

—r(L+ Y Aan§)> +F(L+ Y AmRE) AmR2dS, — Ap

neMy neMy

O 200 iy arst? M 2w - . 2 2
<| TSR+ T~ x ;szdn + Y AmR ARG, | (f(L+ YD ATR2 4 AumR?)

n=1,n#m n=1,n#m

- f(L-i- ]Zw: Aan§)> + f(LJr ]Zw: Aang)Amegd:; —Ap <0 (30)

n=1,n#m n=1,n#m

where(a) follows due to the fact thaf(x) in (15) increases over € (0,+o0c), and(b) follows due to (22) and the
increasing of\%tf (m) over |0, +o00). It is then easy to verify that the HetNet’s power consumptian be reduced
by turning off the SBSn. Thus, we should deactivate SBS. Thus, the case with low user density follows. By
using the similar proof method for the low user density regjimne can easily prove the case with the high user

density, and thus is omitted here for brevity. Propositiotnds follows.
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