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ABSTRACT

Context. Double-lined eclipsing binaries have often been adoptditierature to calibrate the extension of the convectivescaver-
shooting beyond the border defined by the Schwarzschilerimit.

Aims. In a robust statistical way, we quantify the magnitude ofitheertainty that éiects the calibration of the overshootingi@ency
parametes that is owing to the uncertainty on the observational data.al§o quantify the biases on tedetermination that is
caused by the lack of constraints on the initial helium conéad on the &ciencies of the superadiabatic convection and microscopic
diffusion.

Methods. We adopted a modified grid-based SCEPtER pipeline to rechegrparameter from synthetic stellar data. Our grid spans
the mass range [1.1; 1.8], and evolutionary stages from the zero-age main sequencgtMBe central hydrogen depletion. The
B estimates were obtained by generalising the maximum fikelil technique described in our previous works. As obsienait
constraint, we adopted th&ective temperatures, [A4], masses, and radii of the two stars.

Results. By means of Monte Carlo simulations, adopting a refereneaado of mild overshooting = 0.2 for the synthetic data,
and taking typical observational errors into account, wenfbboth large statistical uncertainties and biases ongti@ated values

of B. For the first 80% of the MS evolutio, is biased by about0.04, with the b error practically unconstrained in the whole
explored range [0.0; 0.4]. In the last 5% of the evolution ltfees vanishes and therlerror is about 0.05. Theolerrors are similar
when adopting dferent reference values gf Interestingly, for synthetic data computed without caive-core overshooting, the
estimatedB is biased by about 0.12 in the first 80% of the MS evolution, lay@.05 afterwards. Assuming an uncertainty=dfin

the helium-to-metal enrichment ratioY/AZ, we found a large systematic uncertainty in the recovgrediue, reaching 0.2 at the
60% of the MS evolution. Taking into account both the heliumradance indetermination and- btatistical uncertainty, we found
that in the terminal part of the MS evolution the error on tk@neateds values ranges from0.05 to +0.10, whileg is basically
unconstrained throughout the explored range at earlidutopary stages. We quantified the impact of a uniform vammof +0.24

in the mixing-length parameter,, around the solar-calibrated value. The largest bias odoutee last 5% of the evolution with an
error on the estimated medignfrom —0.03 to +0.07. In this last part, thedt uncertainty that addresses statistical and systematic
error sources ranges fron0.09 to+0.15. Finally, we quantified the impact of a complete negledififision in the stellar evolution
computations. In this case, the-lincertainty that addresses statistical and systematic sources ranges from0.08 to +0.08 in

the terminal 5% of the MS, while it is practically unconstrad in the first 80% of the MS.

Conclusions. The calibration of the convective core overshooting witlillle-lined eclipsing binaries - in the explored mass range
and with both components still in their MS phase - appearsetpdorly reliable, at least until further stellar obseresblsuch as
asteroseismic ones, and more accurate models are available

Key words. Binaries: eclipsing — methods: statistical — stars: evolut stars: low-mass — stars: interiors

1. Introduction in the envelope. We focus on the convective-core extenhduri
) ~ the central hydrogen burning phase of low-mass stars.

As the result of the hugdfiert made in the past decades torefine |, ¢|assical models the border of the convective core is de-
the accuracy and reliability of the stellar evolutionang@ic- o mined by means of the Schwarzschild criterion. Howethés,
tions, st?llar evorl]utlpn ':heory haﬁ become one of thel mglhsb border identifies the locus where the acceleration, not éhecy
areas of astrophysical research. However, several methaniiy, of the convective element vanishes, thus raising thestian
involved in the evolution of stars are still poorly undemslo ot yhe extension of the overshoot beyond the border itsélé T

The lack of a self-consistent treatment of convection if steextension of the extra-mixing region beyond the Schwaribch
lar evolutionary codes is one of the major weaknesfiestng horder is usually parametrized in terms of the pressureescal
stellar models. This lack prevents a firm and reliable piéatic heightHy: loy = BHp, Whereg is a free parameter.
of the extension of the convective regions, both in the cok a Many eforts to constrain the values @f have been per-

formed since the first investigations (among them we recall

Send offpprint requests to: G. Valle, valle@df.unipi.it Saslaw & Schwarzschlld 1965; Shaviv & Salpeter 1973). An ob-
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vious way to obtain clues on its value and on the possilie Methods

dependence on the stellar mass is to compare the theor_FH- | f th ¢ determined b f th
cal models computed with fierent convective-core overshoot- e value o thes parameter was determined by means of the

ing efficiencies with proper observations. Several methods f3-EPtER pipegne,.éa rr;axirlrlmm-IikinPooddtechnique f?')&itl)ﬂg
calibration have been explored in the literature. Theyudel ?prel—comptute tgrl of steflar mo esl an 188 a:i.t Ot 0 slerva-
the isochrone fitting of stellar cluster colour-magnitude-d ional constraints (see e.g. Valle et ). A first eap

& ietlal. 1992: Prada Moroni £t al. ipn to eclipsing binary systems has beer) extensively.dﬁmtr
%ﬁﬁw ZrLgLO_Qa;:Q_le_tl 32| PZrDOB;JMLaLs?énB_eJLgJ%?(gVQIIQ et al. (2015a). We briefly summarize the techniquehe

[2006; [ Bressan et Bl. 2012) and the comparison with rece focus on the modifications adopted to estingate

available asteroseismic constraints (€.g. Montalban SCil3: We assumeS, and S, to be two stars in a de-

Bl 005 Hachankn sl Jis anssoro. o618 PaD ajsem, The osened s e
Of the many possible candidates, double-line eclipsing g%z = {Tefr.s5.,. [FE/H]s,,» Ms,,. Rs,,}.  Let o =

naries are often adopted as an ideal test beg@faalibration. {o(Tet.s,,). o([Fe/Hls,,), 7(Ms,,), o(Rs,,)} be the uncertainty

As an example, the relevance of the core overshootitig ein the observed quantities. For each pojrmin the estimation

ciency was explored in_Andersen et al. (1990). By considerigrid of stellar models, we defing = {Tex.j, [Fe/H];. M;, R;}.

eight binary systems, they found that non-standard modeds wiet £12; be the single-star likelihood functions defined as

required for masses higher than IVg,. Other investigations,

which tried to explore the dependencesain stellar mass, were 4 1 X%z

performed by Ribas et al. (2000) and Clafet (2007). Thesk st "%} = l_[ 12 | X exp(—?], @)

ies reached somewhafiirent conclusions. The investigation by i=1 \/Zo—i ’

[Claret (2007) indicates that the dependengg@af mass is more

uncertain and less steep than stated by Ribas et all (2eagh+ VNe'e

ing a plateau gB ~ 0.2 for a star more massive tharM2,. More 4 ( S i\2
recent investigations were performedlby Meng & Zhang (20143 _ Z 9 G @)
and Stancife et al. (2015). Overall, a log value (i.e.< 0.2)is ~° &\ o

typically considered enough to match the observational.dat
. - In the computation of the likelihood functions we consider

However, we recall that thg value provided by the fitting only the grid points within & of all the variables fromSy,.
procedure depends on the input physics actually implerdeni@oreover, in the estimation process we explicitly assunz th
in the evolutionary code that is used to compute stellar mogg stars are coeffalwe also impose that the two stars share a
els, even when the parametrization adopted to describesite 0common value of since the sampling is performed at constant
shooting is the same. Thus, it would be more meaningful to-cofy e of overshootingficiency; in Sect_312 we explore the ef-
pare the convective-core extension instead ofahelues ob- fact of relaxing this constraint. Then, the joint likelirbd of
tained by diferent sets of stellar models. the system is computed as the product of the single stai-likel

Moreover, the aforementioned calibrationsffeu from at 100d functions. Lema be the maximum value obtained in this
least two shortcomings. The first, which makes a direct cofi€P- The joint-stars estima{gs obtained by averaging the cor-
parison of the results from fiierent studies dicult, is the lack "€SPonding guantities of all the models with a likelihoodager

of homogeneity in the treatment of the statistical errorgygvio than 095x Liax. ) .
the stellar observational uncertainties. A chiefidilty is that In the computation we assumed as standard deviations 100

the uncertainty in the derived masses is often neglectetign { iN Ter, 0.1 dex in [F¢H], 1% in mass, and 0.5% in radius.
final error budget. The second problem is the lack of thezakti | '€ covariance matrix adopted in the perturbation accdonts

investigations on the possible bias in the valug obtained by & correlation.o.f_0.95 betweerffective temperatures, 0.95__be—
a fit of the systems with stellar isochrones. tween metallicities, 0.8 between masses, and 0.0 betwekin ra

(see Valle et al. 2015a, for details).
As a first dfort to partially fill this gap, we here address many

aspects of these questions. By means of Monte Carlo simu}a— i del arid

tions, we provide some clues on the reliability of convestbore -1. Stellar model gri

overshooting calibration for low-mass binary systemstri@s The grid of models covers the evolution from the zero-age

ing the analysis to the mass range [1.1; IM3] and to the MS main-sequence (ZAMS) up to the central hydrogen depletion

phase. This mass range contains several well-studiednsystef stars with mass in the range [1.1; 1M}, and initial metal-

(e.g. AQ Ser, GX Gem, BK Peg, BW Aqr, V442 Cyg, AD Boojicity [Fe/H] from —0.55 dex to 0.55 dex. The grid was com-

VZ Hya, V570 Per, HD71636) that have been used in literatuggited by means of the FRANEC stellar evolutionary code

to calibrate thes parameter (e.g. Lacy etlal. 2008; Clausen &t ' ietall 2008; Tognelli etldl. 2011) in the sam

2010; Torres et al. 2014). configuration as was adopted to compute the Pisa StellauEvol
We adopt the SCEPtER pipelirie (Valle el al 2014, 2t115b 4PN Data Badgfor low-mass stars (DellOmodarme eilal. 2012;

modified for estimating the core overshooting parameterative omputed with a varvin corg)ovse(re;/ﬁcr)]é?i?ln SztriOf rf:[(;rtzrl]ecl)sowere
dress in a statistical robust way the propagation of the runc? P ying g parame :

tainty on the observational values to the fitggarameter and 00.4 (tr;e I?%E-%ng z_iﬁossmle n;axmum \;]alu(;a’ .g_ele €
explore the possible biases that are due to some uncor«&draﬁtiIe results | 7) with a step of 0.025. The details o
mechanisms or input that influence the evolution in the @bnsi: Thjs assumption is justified because in building the syithizttasets
ered mass range: the initial helium content of the starsta@d we imposed that the ageffirence between the binary components must
efficiency of microscopic diusion and of the external convecbe< 10 Myr.

tion, parametrized through the mixing-length valyg. 2 http://astro.df.unipi.it/stellar-models/
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Fig. 1. Left: extension of the convective core (M), from ZAMS to central hydrogen exhaustion, for threffetient values of the overshooting
parametep = 0.0, 0.2, and 0.4 for a model & = 1.12 M, at initial [F&/H] = 0.0. Middle: same as in the left panel, but fit = 1.36 M. Right:
same as in the left panel, but fdt = 1.60 M.

the standard grid of stellar models, the sampling procecun@ the efect of adopting dferents reference valuesin Seci. B.1. We
the age estimation technique are fully described in Valklet therefore generated a synthetic sampliiaf 50 000 binary sys-
(2015b) and Valle et all (20155a); the adopted input and the tems from the grid of stellar models with= 0.2 and subjected
lated uncertainties are discussedl in Valle et al. (20093&@). all these systems to random perturbation on the observables
simulate the ffect of measurement errors. The overshooting pa-
rameter was then estimated from adopting the full grid dfaste
models with seventeenftiérents values in the range [0.0; 0.4].
Before we proceed with ana|y3ing the theoretical Capabjjﬁ Itis important that that the procedure accounts SimU'tHB@O
recovering an unknown value @ffrom a synthetic dataset, itfor all the errors in the observables, so that it is possibleft-
is worth showing the fect of the diferent choices of on the tain arobust estimate gfand of its uncertainty.
extension of the convective core for the models adoptedén th The results of the simulations are presented in Table 1 and
present work. Figurel 1 shows for an initial [F§ = 0.0 the evo- in Fig.[2. The table reports the mediagsd) of the estimated
lution of the convective core mass versus the evolutionarg t core overshooting parameter and therandom error envelope
for stellar models of masses 1.12, 1.36, and MeQwhich cov- (g6 andggs) as a function of the mass of the primary star, of
ers the range we explore here. The extension of the coneective primary star relative age(defined as the ratio between the
core for the lightest model computed without overshootisg age of the star and the age of the same star at central hydrogen
clearly negligible. Moreover, the impact of increasjign the exhaustion), and of the mass ratio= M,/M;. The envelope
maximum core extension is lower at higher masses. Thesewas obtained as in_Valle etlal. (2015b) by computing the 16th
sults, coupled with the fact that more than 95% of Kepler and 84th quantiles of the relative errors over a moving wimdo
targets in the KOI catalogue have a mass lower than about ihGnass and relative age.
Mo, are the main reasons for the choice of the upper and lowWer 1o main result is that the estimajédalues are fiected by
limits of the mass range explored here. large random errors, with a mean envelope half-width of abou
0.10. We note a very mild increase of the envelope width as
3. Intrinsic accuracy and precision of the a functio.n of the mass qf the primary star; with respect to the
. ’ . mass ratiaj, we note a mild shrinking of the envelope at higth
overshooting calibration The most significant trend is due to the evolutionary stagaef

The first key point to discuss is the intrinsic precision agd aPrimary star. While the overshooting parameter is consilste
curacy of the core overshooting calibration procedura,ithan Underestimated by about 0.04 when the primary star is in the
the ideal case in which the stellar models used in the regov8@rly part of its MS phaser (< 0.5), in a more advanced MS
procedure perfectly match the data. In other words, it isamp Stage { > 0.7) we observe a trend similar to that described in
tant to establish the magnitude of both the random error laad ¥alle et al. (2015b) for mass estimates. In this zone the hfp
possible bias in the recovered overshooting parameteistdag 09y of the grids computed with various overshootifigceencies
alone to the observational uncertainties thdieet the obsery- are mostdierent, since the overall contraction starts ifietient
ables used to constrain the overshooting itself. To thippse, regions of the grids. As a consequence, it is more likely &hat
we followed a procedure similar to that outlinedin Valle Bt amodel computed with overshootingfieiency is nearer to a
(20154), as detailed below. model with3 < g than to a mo.del with8 > B. This dfect Iea_lds
We determined the expected errors in thestimation pro- to the observed underes_tlmatlo_nﬂ)ﬂn the very last evolution-
cess by Monte Carlo simulations. In the following we assumesy stagesr(> 0.9) the bias vanishes since all the stellar tracks
true value ofg = 0.2, regardless of the mass of the stars. Thigturn to evolve parallel after the overall contraction .dnahis
assumption would notfBect the validity of the results if there ZOne the error envelope half-width shrinks from a mean vafue
were a trend of the overshooting parameter with the steltegsm 0-15 to about 0.06.
(e.glRibas et al. 2000; Cldiet 2007) because we are intersst ~ The apparent lack of bias in the left panel of Hiyy. 2 should
a differential éfect, that is, in the theoreticalftrence expected be considered with caution. It is due to the adopted sampling
between the true and the recovered valugs a&ffe also discuss method, which favours systems with primary stars in therlate

2.1.1. Influence of B on the extension of the convective core
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Fig. 2. Left: 10 envelope of3 estimates that are due to the observational errors (snkjl &is a function of the mass of the primary star. The dashed
line marks the position of the mediaRight: same as in the left panel, but as a function of the relatieecdghe primary star.

Table 1. Median @so) and I random envelopeg(s, 0ss) Of the estimated core overshooting parameter, as a funofithe mass of the primary
star, of its relative age, and of the mass ratio of the systeprin all three cases, the envelope is obtained by margiraizaver all the remaining
parameters.

primary star massM\)
11 12 13 14 15 16
g 0.13 0.10 0.10 0.10 0.07 0.07
Jso 0.21 0.20 0.20 0.20 0.20 0.20
gsa 0.30 0.28 0.30 0.30 0.30 0.32
primary star relative age
00 01 02 03 04 05 06 07 08 09 10
g 0.03 0.04 0.05 0.04 0.04 0.04 0.04 0.03 0.03 0.10 0.17
Js0 0.15 0.15 0.16 0.16 0.16 0.17 0.20 0.17 0.12 0.19 0.20
gJssa 0.34 033 031 0.33 033 035 035 035 0.33 0.28 0.28
mass ratia
0.65 0.70 0.75 0.80 0.85 0.90 095 1.0
g 0.07 0.0/ 0.06 0.06 0.06 0.06 0.10 0.11
Oso0 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20
gss 0.35 033 032 0.31 0.31 0.30 0.30 0.30

evolutionary stages, where the biagiis absent (see Valle etlal. 3.1. Effect of changing the 8 reference value
20154, for a detailed discussion on the adopted samplindjf- A
ferent sampling would show the biases present atrlow In this section we briefly present some results obtained bptad
ing differentg reference values and discuss thffatences with
In summary, even in this ideal case of a perfect agreemé@gpect to the standard scenarigof 0.2. Figure8 — analogous
between the stellar tracks adopted for the recovery praeedt® the right panels of Fid.J2 — shows the resulting error enve-
and the artificial stars, which are sampled from the same gl@pe obtained by assumiig= 0.0, 0.1, 0.3, and 0.4 as reference
of models, the estimated value @fs generally biased towardsvalues. The dierences between the panel are apparent.
lower values and shows a large uncertainty. In the case of sampling from the grid wijgh= 0.0, no under-
estimation can occur; therefore the results are influengeghb
Such a considerable random error undermines the posgibittdge éect similar to those discussed in other works for mass,
of obtaining a reliable estimate of the core overshootimgua radius, and age estimatés (Valle éf al. 2014, 2015b,a). Aaned
eter from a single binary system in the considered mass ratggs of about 0.12 was found uptte: 0.8. In the last part of the
with stars in the MS because the probability of calibratingao evolution the bias is of about 0.05. For comparison we alsb pl
statistical fluctuation is high. Moreover, the presencéhefliias in the figure the envelope obtained by halving the uncertsEnt
sheds doubts even on the statistical calibratiog tfat is per- on the observational parameters. In this case the bias isrlow
formed by combining the results obtained in several systems and the envelope shrinks, but only fox> 0.4. Concerning the
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Fig. 3. Same as in the right panel of FIg. 2, but sampling from the witti differents values reported in the labels. The green dot-dashed lines
refer to the scenario in which the nominal errors on the oladdes are halved.

effect of the single error sources, we verified that their irdiial the 1o~ error envelope is wide (from overestimation-88.1 to
halving contributes in nearly equal manner to the final tesul underestimation 0£0.025).
This scenario is particularly interesting because it shibves
tendency to prefer models with moderate overshoofffigiency The cases of referenge= 0.3,0.4 are more similar to the
even in the fit of binary systems sampled from a grid withogtandard scenario, showing a strong underestimation tégrea
overshooting. The resulting median bias is relevant sindéé than 0.2 forg = 0.4) in the first part of the evolution, and the
recent literature, as discussed in SEkct. 1, there is a ddeeliag characteristic underestimation around 0.8. In both cases the
thatg < 0.2 is adequate to describe the observations. latter underestimation is partially suppressed when tt@®on
The presence of a distortion in the estimates of tilee observables are halved.
convective-core overshooting parameters sheds somesionbt
the precision of the estimates at I@yvin particular forg < 0.1. In conclusion, while the expected bias depends on the actual
The case of referenge= 0.1 provides a lower biases than alivalue of the overshootingléciency in the reference set, there is
other scenarios in the estimated overshootifigiency; the true clear evidence that all the scenarios show a large vatigliili
value is overestimated by about 0.05 uprte: 0.8. However, thep estimates atd level. Furthermore, the bias toward higher
the estimate isféected by non-negligible random errors; even imalues of3 that we found when sampling fropgh= 0.0 suggests
the last part of the evolution — where the precision is highesgreat care in the evaluation of fittgds 0.1.
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3.2. Effect of relaxing the assumption of a common 3 for both  systems because the convective envelope vanishes andsbecau
stars the timescale evolves very fast, the first is unavoidable/érye

. mass range.
In the previous analyses we assumed that the two stellar com-, quantify the biases due to the considered factors, we fol-

ponents share a common valuegofSince it has been proposeqowed the same procedure as described in Vallelet al. (2015a)

in the literature that a possible trend ®fvith the stellar mass \y, 1yilt several s ; e
; . - SO ynthetic datasets of artificial binaryteys
exists (Ribas et . 2000: Claliet 2007), we verify in thistisec ampling from grids computed with= 0.2, but varying the ini-

that no biases mar our results that are caused by the emaﬁal helium content, the mixing-length value, or neglegtimi-
procedure assumptions.

. . . croscopic difusion. These systems were subjected to random
To this purpose we repeated the estimation of the oversh P y J

L turbation to simulate the observational errors foilhmnthe
ing parameter foN = 10 000 binary systems, sampled from th : ; : i :
grid of 8 = 0.2, without imposing the constraint that the solame procedure as outlined in S&tt. 3. Finally, we estinthtd

. . overshooting parameter by adopting the standard multi-gri
tions for the primary and the secondary stars share a congmon gp y piing g

value. In other words, only the coevality was imposed dutiireg
recovery. This procedure would show possible systemagtodi 4.1. Initial helium abundance
tions in the estimated overshooting parameter for the teus s
the systems. A lack of bias would support the conclusionttiet
individual g is recovered well by our technique.

The evolution of stars strongly depends on the initial haliu
abundance. As a consequence, for a given mass and age, the ob-

The results of the analysis are displayed in Elg. 4. The | rvable stellar quantities depend on its value. On the btoed,

panel of the figure shows the probability density functiora(e e stars we ?xe}r?;]ne hefre ar(a t?o cold t(t) altlov'\\;la spectrascohpl
uated by means of a kernel density estimator, set mtleasuremlgn Ot b e sur acet te_lumf(;ﬂn ?Ut: | orleove\rlinisuc a
Venables & Ripley 2002 and Appendix Alin Valle eflal. 2014) of 12 S n?i‘c’rosecégng?lf;o"in Ve ot Ihe inftial vaie owlag

the recovered values for the whole systems — that is, |mpo_§- This means that stellar modellers have to assume an ini-
Ing that the two stars share a common value, as in the previ &y value Y for the helium abundance to adopt in stellar evo-
sections — and individually for primary and secondary stiais

apparent that the recovered values are always consistem-n lduit'?ﬂ c”onr:]pu;[)atlnodnsr.] ,;Imneda:nretlalt;ioir;s;l? betwe"en themrgn- d
dian with the true valug = 0.2 and that the distributions of the al heflum abundanct a etaliicityz 1S usuaily assumed.

C . : -Unfortunately, the value of the helium-to-metal enrichinen
individual estimates are wider than the common one, esﬂ;ecnsﬁo AY/AZ is)gtill quite uncertain (.4, Pagel & Portinar 1998;

for the secondary stars, which are sampled in earlier stsfidhe - .
Y P g | Jimenez et al. 2003; Gennaro ellal. 2010). This in turn leads t

their evolution. The right panel of Fi§l 4 shows the probiabi o = . .
density function of th% dirf)ferences t%tween primar;r/) an?gecqn uncertainty in the initial helium abundance adoptedefiast
omputations for a given initial metallicity, whicHfacts stellar

ondary stars for th&l binary systems. The function is strongI)F 2 .
peaked at zero fference, with the 16th and 84th quantiie.12 model predictions and, consequently, the value of the estich
respectively. [ parameter.

These results are reassuring for the capability of the tech- -{0 ?ssess the tiladstwat Ids d‘.jtl.Je tol th% un;:etrtzlalun |n|tlgﬁlmgellum
nigue of recovering the correct value of the overshootirmgipa content, we computed two additiona  grids of Stefiar mo

eter for the two stars, without fering from distortions that are” TbO.Z,hthe _sarr;ﬁ rr;]etlr_:llllcnty valutGBI as _mhthe Sttagt‘;?gdzgg”d’
due to the dferent masses and evolutionary stages from the pPiat BY changing the helium-to-metal enrichment r 0
mary and secondary star. values 1 and 3. Then, we built two synthetic datasets, each of

In the light of these results, it is safe to conclude that tli\ré = 50000 artificial binary systems by sampling the objects

individualg for the two stars can be estimated without significa om these two non-standard grids, and subjecteq the observ

bias with respect to the scenario of constrained commoreyatu 20/€S Of the obtained systems to random perturbations. Asia |

the expense of an extra loss of precision on the individuabsa step, the core ov_ershoo'gln@ielency was reconstructed using
However, since no definitive trend gfwith the stellar mass the_?';]andardlmultl-grld W'MYAZ =2. 4 inFia. 5

is firmly established, we prefer to adopt in the sampling sahe ne ref&;tlngl error envefoEes are presenteh in [Elg_. >asa

that we followed to produce the synthetic dataset a com,moﬁunctlon of the relative age of the primary star. The medisti e

value for both components and impose the same constrain{gﬁtedﬂ in the low-helium scenario tends to decrease witip

the recovery phase as well. In turn, this choice translattesa helriu:moc.:;’s;vr:/l\llee g}gooﬁgt?gi;:g?g tﬁt;p:s?iﬁ foEr tlhset;r'sggég'rt'al
conservative evaluation of the uncertainties in the esécha X » M .
values. to the ZAMS, positive for thé\Y/AZ = 1 case, and negative for

AY/AZ = 3. The trends visible in the figure are obviously caused

by the diferential éfects on the stellar evolution timescale of
4. Stellar models induced biases in the calibration ~ changing the initial helium content and of assuming féedent

procedure overshootlr}g giciencyp. The great dierence between the two

panels of Figl b poses a serious problem wheneves thedue is
In addition to the random fluctuation discussed in the prgvioattempted to be constrained because the original heliuneobn
section, the estimategivalue is prone to systematic biases thaif a system is generally poorly constrained.
are due to stellar models adopted in the calibration prasedu The final uncertainty o for a change of1 in AY/AZ is
Several inputs or assumptions are routinely adopted itastepresented in Figl6 and Tab[és 2 ahd 3. The figure and tablas sho
evolutionary codes, which are still poorly constrained bger- the position of the median and of the&nd 2r error boundaries
vations. In this section we focus on three bias sources tigat an thes estimates, accounting for the chosen initial helium vari-
relevantin the mass range considered in this paper: thaling- ability. They were constructed by computing for each reéati
lium content, the mixing-length value, and th@&aency of the ager the maximum and minimum values assumed by the enve-
element difusion used to compute stellar models. While the idepe boundaries and by the median in all the considerediniti
fluence of the last two is expected to disappear for more masdielium scenarios. As an example, tdgo (ag,) value was ob-
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Fig. 4. Left: probability density functions for the estimat@drom N = 10 000 systems sampled at tigie= 0.2. The black solid line corresponds
to the estimation performed assuming a common valygEfof primary and secondary star; the red dashed line cornelspim thes values for the
primary star alone; the greed dot-dashed ling t@lues for the secondary star alofeght: probability density function for the ffierences of the
estimategB for primary and secondary stars.

| L Il L Il L Il L Il L I | P P P P P L I P I P I

< | N
o
o | L
o

@ I L
= L
< L
< T T T T T T T T T T T P L D D

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
primary relative age primary relative age

Fig. 5. Left: as in the right panel of Fifl] 2, but sampling from a grid witfi/AZ = 1. Right: same as in thésft panel, but sampling from a grid
with AY/AZ = 3. In both cases the reconstruction was performed with #redsird grid withAY/AZ = 2.

tained by considering the minimum (maximum) value at a giveh2. Mixing-length value

mass (Tablg]2) or (Table[3) of the mediag obtained sampling o ) .
from AY/AZ = 1, 2, 3 grids. One of the weakest point in stellar model computations is the

treatment of the convective transport in superadiabagjiores,
which actually prevents a firm prediction of thextive temper-
ature and radius of stars with an outer convective envelope.
We note a mild increase of the uncertainty with the mass of Stellar evolutionary codes usually implement the mixing-
the primary staMy; the trend withr is clearly more problem- length formalism/(Bohm-Vitense 1958), where th&aency of
atic and suggests that for relative ages 0.8 the dfect of the the convective transport depends on a free paramgjehat is
unknown initial helium content even prevents the possibdf routinely calibrated on the Sun, a procedure that in ourdsteth
determining the sign of the bias. For the very last evolwtign case providean, = 1.74. Nevertheless, there are several doubts
phases thed random error o8 ranges from-0.05 to +0.10, that the solar-calibrated, value is also suitable for stars of
while at the 2r level the value of3 is almost unconstrained in different masses afat in different evolutionary stages (see e.g.

the whole explored range of overshootirfj@ency. Ludwig et al. 1999; Trampedach et al. 2014).
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Fig. 6. Left: overall uncertainty (statistical and systematic) thadug to the considered variationsAY/AZ, in dependence on the mass of the
primary star. The lighter region shows the uncertainty anrttedian of the estimategicaused by ignoring the correct initial helium value. The
intermediate colour regions show the overall error upatdHat is due to the cumulated contribution of observationars and systematic bias as
a result of the unknown initial helium value. The darker oggi correspond to cumulated errors up &0 Right: same as in thésft panel, but in
dependence on the relative age of the primary star.

Table 3. Same as Tabl€g 2, but as a function of the relative age of thespyistar.

primary star relative age
00 01 02 03 04 05 06 07 08 09 10
unknown initial helium content
(Joozs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05
QJois 0.03 0.03 0.05 0.03 0.03 0.03 0.01 0.00 0.00 0.07 0.15
q'50 0.08 0.112 0.16 0.16 0.14 0.12 0.09 0.07 0.07 0.16 0.20
ds, 0.28 0.26 0.23 020 025 028 030 027 012 0.20 0.23
OJoss 0.38 038 0.38 035 0.38 0.38 0.38 0.38 0.35 0.30 0.30
QJoo7s 0.40 040 040 040 040 040 0.40 040 040 0.40 0.38
unknown mixing-length
(Joozs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o0.03
QJo1s 0.01 0.03 0.04 0.03 0.03 0.04 0.03 0.03 0.03 0.07 0.11
q'50 0.12 0.12 0.14 0.13 0.12 0.17 0.19 0.15 0.12 0.15 0.17
ds, 0.15 0.17 0.19 0.19 020 0.23 020 017 0.14 0.23 0.27
QJossa 035 035 035 034 035 036 035 035 034 0.30 0.35
JQoo7s 0.40 040 040 040 040 040 0.40 040 040 0.40 0.40
unknown element diusion dficiency
(Joozs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o0.01
QJois 0.03 0.03 0.04 0.04 0.04 0.04 0.04 0.03 0.03 0.05 0.12
q'50 0.13 0.13 0.15 0.16 0.16 0.17 0.20 0.17 0.12 0.17 0.17
g5, 0.15 0.15 0.16 0.17 0.19 023 028 0.26 0.20 0.19 0.20
QJossa 034 033 031 033 035 036 038 038 036 0.31 0.28
Joo7s 0.40 040 040 040 040 040 0.40 040 040 0.40 0.38

To establish the impact of assumingfdrent values of su- jected the observables to random perturbations. Finayover-
peradiabatic convectiveteciency, we computed two additionalshooting éiciency was reconstructed using the standard multi-
grids of stellar models witlg = 0.2, but witham = 1.50 and grid with oy, = 1.74.

am = 1.98. As in the previous section, we built two synthetic The assumed scenario is appropriate for systemsauitii.;

datasets, each & = 50000 artificial binary systems, by samy, g6 stars are expected to share a common value — whatiever it
pling the objects from these two non-standard grids, andive s of mixing-length. The hypothesis is more questionablesfe
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Table2. Overall uncertainty, statistical ¢dand 2r) and systematiak,,  4.3. Helium and heavy element diffusion

0s,) as a result of the considered variations\ii/ AZ, a;,, and micro-

scopic difusion dficiency as a function of the mass of the primary star. . . . ) )
Another tricky process to implement in stellar evolutiordes is

the difusion of helium and heavy elements. Depending on the

primary star massM\)

11 12 13 14 15 16 efﬁciency.of microscopic (ﬂfusion,.the_ surface abundances of

Unknown initial helium content Fhe chemical elements change with time. As an example, dur-
Qoozs 0.01 0.00 0.00 0.00 0.00 0.00 ing the central hydrogen burnlng,the_surface/[-ﬂedrops from _
qbls 012 007 007 007 005 0.03 the ZAMS value and reaches a minimum at about 90% of its

evolution before central hydrogen depletion (see e.g. FAgn
Valle et al 2014). After this point the convective envelsjigks
inwards in more internal regions, where metals were preshou
accumulated by gravitational settling, leading to an iaseeof
the surface metallicity. The size of thifext depends on both the
mass of the star and its initial metallicity. The lower théiai
metallicity and the thinner the convective envelope, ttghbar
the surface metallicity drop.

0.21 0.20 0.20 0.20 0.20 0.17

g, 023 0.22 0.21 0.23 0.23 0.23

Qoga 0.32 0.30 0.30 0.33 0.34 0.35

QJoo7rs 0.39 0.38 0.39 0.40 0.40 0.40
unknown mixing-length

Joozs 0.01 0.00 0.00 0.00 0.00 0.00

Qois 0.09 0.07 0.07 0.07 0.07 0.07

q'50 0.17 0.16 0.17 0.17 0.18 0.20

g5, 0.30 0.28 0.25 0.23 0.23 0.20 In the considered mass range of MS stars the observgd][Fe
Cosa 0.38 0.36 0.35 0.33 0.33 0.33 might therefore be quite fierent from the initial one — if inhibit-
Coo7s 0.40 040 040 0.40 040 0.40 ing processes are iffecient — depending on the stellar age and

unknown element diusion dficiency mass. Hence the microscopididision dfect should be taken

Coozs 0.01 0.00 0.00 0.00 0.00 0.00 into account whenever the structural characteristicswfrirass
Jo1s 0.10 0.05 0.05 0.07 0.07 0.07 MS stars have to be determined. Neglecting microscofa-di

q'50 0.17 0.17 0.17 0.17 0.18 0.20 sion in the stellar models used in the recovery procedure and

g5, 0.21 0.20 0.20 0.20 0.20 0.20 assuming that the observed [Agis coincident with the initial
QJossa 0.30 0.28 0.30 0.30 0.32 0.33 one will introduce a systematic bias.

CJoo7s 0.38 0.38 0.38 0.40 0.40 0:40

However, the fficiency of difusion has been questioned
by some authors (see e.g. Korn et al. 2007; Gratton|et all;2011
INordlander et al._2012; al. 2014). Moreover, som
tems with significantly dferent masses, since a possible trend $fidely used stellar model grids in the literature, namelBa
am With the stellar mass is still uncertain (Trampedach & SteffPietrinferni et all 2004, 2006) and STEV.(Bertelli etlal.020
2011/ Bonaca et 4l. 2012: Mathur eflal. 2012: Tanner|at ad20 ), do not implement ffusion. The same occurs in stel-
IMagic et al[ 20155). Therefore the results presented herdoearf@r Models used in some grid-based techniques, such as RA-

considered as the extreme variation onghealibration for dif- PIUS (Stello et all 2009) and SEEK, which both adopt a grid
ferences in the mixing-length parameter 24. of models computed with the Aarhus STellar Evolution Code

) ) hristensen-Dall rd 2008).
The error envelopes as a function of the relative age of the

primary star are shown in Fifl 7. The trends caused by assum-Thus, itis worthwhile to analyse the distortion in the iméat
ing different mixing-length values are slightlyfidgirent; lower- value of the convective-core overshootirff@ency that arises
ing am has the &ect of underestimating th@value forr < 0.7, whenever theféects of the diusion are neglected in stellar mod-
while forr > 0.9 the overshootingfciency is overestimated. In €ls. The maximum bias caused by the elemefiusion uncer-
contrast, an higher value af, leads to g underestimate in the tainty on the estimatgélvalue was assessed by computing a grid
last part of the MS evolution. of models with3 = 0.2 and no element ffusion. As in the pre-
vious section, a synthetic datasetMf= 50 000 binary systems

The final uncertainty og that is due to the ignorance of S sam ‘e i ;
. A pled from this grid and subjected to random perturba-
is presented in Fid.18 and Tables 2 and 3. As expected (see \l‘%g%ﬁs. Thes values were then estimated by adopting the standard
panel in Fig[B), the bias caused by the explored U”CertmmymuIti-overshooting grid.

the mixing-length value vanishes for massive systems.égseh
cases the primary stars do not present a convective envelope  The results are presented in Fig). 9; the figure showsd¢hg 1

Finally (right panel in FigCB), a moderate bias of abeQ105 envelope as a function of the relative age of the primary. star

in the last stages of the evolution is apparent, an unfotmngl\é?égni’nttr;z dﬁ;uzlﬁ)r_:_-rl]rgjlgfegsbﬁla” Serﬁé??o!r?meesétg];égﬁiceg
event, since this zone has been found in the preceding Bectig paper. 9 ; "
to offer the best opportunity for theestimate. nario occurs for systems whose primary star has a relateéag

the range (b < r < 0.8. In the terminal phase of the evolution, a

To explore in greater detail the bias that is due to the lack sfhall underestimation of 0.025 occurs. The final uncergaont
information about the correct mixing-length value to adey g that is due to the lack of knowledge offfilision dficiency is
present in Tablgl4 the cumulated envelope obtained by congdesented in Fif.10 and Tablds 2 ahd 3. As for the mixingtteng
ering only systems with a secondary star more massive tian \ariability, we present in Tablgl 4 the detail about the expec
My and than 1.5M. These stars have a progressively thinndias and random uncertainty in the subsets of masses othtaine
convective envelope, and therefore they are increasinglsemby restricting to systems with secondary star more maskae t
independent of theficiency of the superadiabatic convectionl.4 M, and than 1.9M,. As a result of two competingfiects
As expected, in these subsets of masses the width of therbiagiie. the thinning of the convective envelope and the faster
terval ing, forr = 1.0 shrinks from 0.10 in the standard scenaritutionary timescale), we obtained that thé&eiences among all
to 0.05 and 0.03, respectively. these scenarios are almost negligible.
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Fig. 7. Left: as in the right panel of Fi§l 2, but sampling from a grid with = 1.50. Right: same as in thsft panel, but sampling from a grid with
am = 1.98. In both cases the reconstruction was performed withttrelard grid withyy, = 1.74.
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Fig. 8. Left: overall uncertainty (statistical and systematic) thatiis to the considered variationsapy, in dependence on the mass of the primary
star. The lighter region shows the uncertainty on the mediahe estimateg that is a result of ignoring the correct mixing-length valliee
intermediate colour regions show the overall error upaccaused by the cumulated contribution of observationakgsm@ad systematic bias that
is due to the unknown mixing-length value. The darker regicorrespond to errors up to-2Right: same as in th&eft panel, but in dependence
on the relative age of the primary star.

5. Conclusions the mass, and the radius of the two stars. The grid of stetbal-m
. . . - ) els was computed for the evolutionary phases from the ZAMS to
We theoretically investigated the statistical and syst@mer- 1o central hydrogen depletion in the mass range [1.1;MI6]

rors in the calibration of the convective-core overshapefii- i 17 different values of the core overshooting paramgter
ciency on low-mass binary systems whose two components Eg\.n 0.0100.4.

in the MS phase. We used the grid-based pipeline SCEPt
,a) and adopted as observatiomal co The statistical uncertalnty thaffacts thes value provided by
straints the stellarféective temperature, the metallicity [f/§, the calibration procedure arising from the observatioralrs is

Article number, page 10 6f13



Valle, G. et al.: Calibrating convective-core overshogtvith eclipsing binary systems

Table 4. Same as Tabld 3, but only for the impactgfi and ditfusion dficiency, restricting the mass range of the secondary stavls t9 1.4 M
andM; > 1.5 M.

primary star relative age
00 01 02 03 04 05 06 07 08 09 10
M, > 1.4 M,
unknown mixing-length value
(Joozs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o0.07
Qois 0.03 0.04 0.04 0.03 0.03 0.03 0.03 0.03 0.03 0.07 0.15
q'50 0.12 0.15 0.15 0.12 0.14 0.17 0.19 0.17 0.15 0.17 0.19
qgs,, 0.15 0.17 0.16 0.17 0.17 020 0.19 020 0.17 023 0.24
QJossa 0.33 032 030 034 035 038 0.38 0.36 0.38 0.34 0.30
CJoo7s 0.40 040 040 040 040 040 040 040 040 0.40 040
unknown element diusion dficiency

(Joozs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09
Qois 0.04 0.05 0.04 0.03 0.03 0.03 0.03 0.03 0.03 0.07 0.15
O, 0.15 0.5 0.16 0.17 0.17 0.17 0.19 0.20 0.17 0.20 0.17
ds,, 0.15 0.15 0.18 020 0.24 0.28 030 0.28 0.28 0.20 0.20
QJossa 0.34 030 032 035 038 038 0.39 0.38 0.38 0.38 0.28
CJoo7s 0.40 040 040 040 040 040 040 040 040 0.40 0.36

M, > 1.5 Mg
unknown mixing-length value
Joozs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10
QJoise 0.03 0.03 0.03 0.02 0.03 0.03 0.03 0.03 0.03 0.07 0.15
q'50 0.13 0.15 0.124 0.10 0.12 0.17 0.17 0.17 0.11 0.16 0.20
ds, 0.17 0.17 0.16 020 0.21 020 0.20 0.20 0.17 0.21 0.23
QJossa 0.33 030 031 035 0.38 0.38 0.38 0.38 0.38 0.33 0.30
QJoo7s 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.39
unknown element diusion dficiency
Joozs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10
QJoise 0.04 0.05 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.05 0.15
q'50 0.15 0.15 0.14 0.20 0.22 0.19 0.17 0.20 0.11 0.17 0.18
ds,, 0.17 0.16 0.20 0.24 0.27 028 033 030 030 0.17 0.20
Qosa 033 030 035 0.38 0.38 0.38 0.39 0.38 0.38 035 0.25
QJoo7s 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 040 040 0.35

very large. Moreover, the calibrated parameter was gdgdiial certainty is also relevant for more massive objects andgmtsv
ased, the exact magnitude depending on the evolutionaisepha firm determination oB. By assuming an uncertainty efl in

of the stars and on the assumed true valug.oAs reference the helium-to-metal enrichment ratioY/AZ required to deter-
scenario we adopted a mild overshootpg 0.2. In this case mine the initial helium content used to compute the evotutio
only for systems with primary star in the last 5% of the MS ev®f the artificial stars, we found a large systematic uncetyan
lution, the estimate is unbiased with & tandom error ranging the value for the first 85% of the evolution of the primary star;
from +0.08 to —0.03. Earlier evolutionary stages show a biasettie maximum bias reaches 0.2rat 0.6. In the terminal phases
estimate of about0.04 and a much higher variability; for bi- of the evolution the #ect of the initial helium uncertainty is of
nary systems whose primary star has a relativerage0.8, the about 0.03. Taking both systematic anddtatistical uncertainty
1o envelope is practically unconstrained in the whole range ioto account, we found that the error on the estimgiedlues

£ [0.0; 0.4]. The randomd uncertainty &ecting the estimated ranges from-0.05 to +0.10 in the last part of the evolution. At
B is weekly dependent on the reference value used to build @welevel, theg values is practically unconstrained in the whole
synthetic dataset. explored range of convective-core overshootifiiceency. The

Interestingly, in the scenario where the synthetic stansato "€Sults are significantly poorer for lowerForr < 0.8 the Ir
take core overshooting into account (i.e. true valug ef 0.0), statistical uncertainty is basically unconstrained tigtoaut the
the calibration procedure is always biased because it alw%%plored range of.
provides a very mild overshooting-Q.05 at late evolutionary The lack of constraints on the mixing-length value is an im-
phases anet0.12 before). This constitutes a serious problem fgrortant bias source in the explored mass range. We quaritifed
calibration studies, and fitted values®f< 0.1 should be con- effect of an uniform variation 0£0.24 in the value ofry, used
sidered with caution. to compute the evolution of the synthetic stars. The lariest
occurs for binary systems whose primary star is in the lastgfa

In addition to the #&ect that is due only to the current un- MS luti 20.9) with th imated medi
certainties thatffiect the observables used in the estimate prod = evolution ( > 0.9) with an error on the estimated median
from —0.03 t0+0.07. The I uncertainty that addresses statis-

dure, we also studied the theoretical biases caused bgatitly tical and svst i f 9104015
contained parameters thdtect stellar model behaviour. We fo- ical and systematic error sources ranges freid9 t0 +0.15.

cused on the initial helium abundance, the mixing-lengthea Another uncertainty source in the considered mass range is
and the éiciency of element diusion. The first source of un-the dficiency of microscopic diusion. We quantified thefiect
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Fig. 10. Same as Fid.l6, but for the scenario withoufution.

S on the possibility of adopting a set of binary stars to redhee
S I uncertainty on the recovergd However, in the near future the
scenario could change because high-quality asteroseidraar-
vations of binary stars will become available. These data wi
shed light on the internal structure of the stars, allowirgter
- constraint of the main parameters that govern the stellaluev
tion.
The dfectiveness of core overshooting calibration on binary
stars in more advanced evolutionary phasegamiferent mass
@ o range from those studied here deserves further invesiigati
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